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The mechanisms by which a concept used in solving one complex task can influence performance
on another complex task were investigated. We tested the hypothesis that even when subjects do not
spontaneously make an analogy between two domains, knowledge of one domain can still sponta-
neously influence reasoning about the other domain via the mechanism of priming. Four groups of sub-
jects (two experimental and two control) were given a simulated biochemistry problem on Day 1 and
a simulated molecular genetics problem on Day 2. For the two experimental groups, the solution to the
biochemistry problem involved inhibition. For the two control groups, the solution did not involve in-
hibition. On Day 2, all subjects received the same version of the molecular genetics problem in which
the solution involved the concept of inhibition. Subjects in the experimental conditions were more
likely to attain the correct answer, to propose inhibition, and to propose inhibition early in the problem-
solving session than were subjects in the control conditions. However, subjects in the experimental
conditions made no reference to the biochemistry problem either in their verbal protocols or in a post-
task questionnaire. The results are interpreted as demonstrating that an implicit process—priming—

can make old knowledge available for current problem solving.

Much research on higher level cognition, such as that
involved in reasoning and problem solving, has focused
on the use of highly structured knowledge and how this
knowledge is generated, retrieved, and used. This research
has produced rich theories of reasoning, problem solv-
ing, and analogy (e.g., Gentner, 1989; Holland, Holyoak,
Nisbett, & Thagard, 1986; Newell & Simon, 1972). How-
ever, the way in which lower level cognitive processes (e.g.,
priming, memory activation, and attention) are used dur-
ing higher level cognition has received little attention in
recent research. While some of the cognitive mechanisms
that are a cornerstone in lower level cognitive research
have been incorporated into models of thinking and rea-
soning (e.g., spreading activation; Anderson, 1982, 1993;
Holyoak & Thagard, 1989), we still know relatively lit-
tle about the role that lower level cognitive processes may
play in higher level thinking. A fundamental goal of the re-

This research was supported by Grant OGP0037356 to K.D. from the
National Sciences and Engineering Council of Canada, by fellowships
from FCAR and NSERC to C.D.S., and by NICHHD Grant R02-
HD25211 to David Klahr. The authors would like to thank Laura Ann
Petitto, David Klahr, Marsha Lovett, Brian Ross, Colleen Seifert, and
two anonymous reviewers for comments on earlier drafts of this paper.
Parts of this research were first presented at the annual meeting of the
Cognitive Science Society, Cambridge, MA, July 26, 1990. Correspon-
dence should be addressed to K. Dunbar, Department of Psychology,
McGill University, Montreal, Quebec, Canada H3A 1B1, or to C. D.
Schunn, Department of Psychology, Carnegie Mellon University, Pitts-
burgh, PA 15213 (e-mail: dunbar@ego.psych.mcgill.ca or schunn+@
cmu.edu).

271

search reported in this paper is to explore the link between
lower level cognitive processes and higher level reasoning.
We will address this issue by focusing on the lower level
cognitive mechanisms that enable a concept used in solv-
ing one problem to influence performance on a new prob-
lem in a different domain.

The issue of how old knowledge can be applied to new
situations has been one of the most intensely investigated
issues in higher level cognitive research over the past 15
years. Much of this research has focused on analogy. There
is now a considerable literature on how knowledge of one
domain, the “source,” can be used—by drawing an anal-
ogy—to help solve a problem in a new domain, the “tar-
get.” For example, recent discussions of building a better
Internet have drawn analogies from the highway building
program of the 1950s (the source) to the current problem
of rebuilding the Internet (the target).

Researchers have argued that there are two major phases
involved in making an analogy: access and use (see Gent-
ner & Forbus, 1991; Ross, 1989a). In the access phase, a
source analog or abstract concept is selected or accessed.
One class of access mechanism is the classic memory re-
trieval mechanism in which subjects actively search mem-
ory for a source that has similar sets of properties and/or
goals to those of the current problem (e.g., Gentner &
Forbus, 1991; Gick & Holyoak, 1980; Holyoak & Koh,
1987; Ross, 1984, 1989a). In the use phase, the selected
source analog or abstract concept is applied to the current
context. Holyoak and his colleagues have argued that
subjects map over problems that have similar goals and
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underlying structures (Holyoak, 1985; Holyoak & Tha-
gard, 1989). Gentner (1983, 1989) has argued that sub-
jects map over entire relational structures. Overall, this
research has generated finely detailed accounts of the
higher level mechanisms underlying the use of analogies
and has led to the development of a number of computa-
tional models of analogical reasoning that can predict
performance of subjects under a wide variety of condi-
tions (e.g., Gentner, 1989; Gentner & Forbus, 1991; Hal-
ford, 1992; Holyoak & Thagard, 1989).

While such models of analogical reasoning have suc-
cessfully accounted for a wide variety of performance by
subjects, both the authors themselves and various com-
mentators on analogy have noted that analogical reasoning
has two main drawbacks as an all-purpose mechanism by
which old knowledge can affect the acquisition of new
knowledge. First, even when good analogies are available,
subjects frequently fail to use analogies (e.g., Gentner &
Landers, 1985; Gick & Holyoak, 1980). Second, analogy
is computationally expensive, demanding much working
memory capacity and extensive mental operations (see
Halford, 1992; Wharton et al., 1994). The former point has
been the object of intense research over the last decade, and
researchers have identified a large number of constraints
on when and how analogical reasoning will occur. Briefly,
this research has shown that subjects will try to make
analogies only when certain relationships exist between
the source and the target. For analogical reasoning to be
attempted, the source and the target must share one or
more of the following characteristics: similar surface fea-
tures, similar goals, and the same underlying systems of
relations (e.g., Catrambone & Holyoak, 1989; Gentner,
1989; Holyoak & Koh, 1987; Ross, 1989a; Wharton et al.,
1994). What is puzzling is that analogy appears to be used
under very limited circumstances, yet people nonetheless
benefit from having experience with similar knowledge.

To address this issue, we will distinguish between ex-
plicit and implicit mechanisms of accessing source ana-
logs. Explicit access processes are those in which sub-
jects actively search through previous problem-solving
episodes or concepts that can be used to solve the current
problem. Implicit processes are those in which subjects
are unaware of the mechanisms that lead to a particular
concept or analog becoming available—often because
such processes are automatic. This distinction is impor-
tant, because it suggests that there are mechanisms—other
than explicit analogy—by which source knowledge can
become available in complex reasoning. In this paper, we
will focus on priming as an implicit mechanism for mak-
ing source knowledge available. We investigate the hy-
pothesis that while it may be difficult for subjects to explic-
itly access information needed to generate an analogy,
many of the implicit processes that are involved in ana-
logical reasoning can still work even if an explicit anal-
ogy is not made.

One implicit process that has the potential to have an
effect on reasoning and transfer is priming. When sub-
jects are reexposed to a preexisting piece of information,
be it a word or a concept, this word or concept becomes

primed. Priming makes items more readily available and
faster to respond to (e.g., Graf, Shimamura, & Squire,
1985; Neely, 1979; Tulving & Schacter, 1990). It is thought
that primed items have lower thresholds than unprimed
items (see Anderson, 1983, 1993; Neely, 1977; Roediger
& McDermott, 1993). Previous research has distinguished
among various forms of priming (Blaxton, 1989; Flores
d’Arcais, Schreuder, & Glazenborg, 1985; Roediger &
Challis, 1992). We focus on priming of concepts, in which
some reexposure to an existing concept, in the form of
the concept itself, a synonym, conceptual coordinate, or
an otherwise conceptually related item, makes the con-
cept more readily accessible. Priming of concepts, while
less commonly studied than more perceptual repetition
priming effects, has been demonstrated in many domains,
including political reasoning (Young, Thomsen, Borgida,
Sullivan, & Aldrich, 1991), generating anagram solutions
(White, 1988), trait judgments (Smith & Branscombe,
1988), category production (Rappold & Hashtroudi,
1991), and free recall (Roediger & Challis, 1992). Further-
more, priming of concepts has been found to last over ex-
tended periods of time (Becker, Moscovitch, & Behrmann,
1994; Rappold & Hashtroudi, 1991; Srull & Wyer, 1979).
Hamann (1990) found that priming of category exam-
plars decayed much less rapidly when study involved a se-
mantic task than when study involved a perceptual task.

The priming of concepts (henceforth called priming)
has been used to investigate text comprehension (e.g.,
Seifert, McKoon, Abelson, & Ratcliff, 1986; Wharton &
Lange, 1994), but, so far, priming has not been investigated
in complex reasoning and problem solving. Our goal is
to determine whether priming has effects on the higher
level reasoning processes involved in complex problem
solving. We focus on priming because it is regarded as a
fundamental mechanism involved in cognition, and it
helps solve the two above-mentioned problems with anal-
ogy—it is computationally inexpensive and it does not
necessarily require a complex mental structure to occur.!
The argument presented here is that a concept could be
primed in one problem-solving context and, hence, make
that concept more available in another context. A con-
cept that is primed should be more readily accessed and
available for use in later problem solving than an un-
primed concept. The prediction that we are making is that
even though the cognitive system may not have produced
an analogy, priming of concepts can still occur and can
have an impact on performance in another task.

To investigate these issues, a 2-day experiment was
constructed in which subjects worked on two related tasks
on separate days. A context was chosen whereby a con-
cept could be primed. The concept that we used was in-
hibition. Subjects had been previously taught the con-
cept of inhibition in four of their compulsory psychology
courses; thus, it was expected that this concept would be
one that could be primed by solving a problem that in-
volved inhibition. On the first day, subjects were given a
very simple source problem (the virus problem). In this
problem, subjects conducted simulated biochemical ex-
periments on a computer. Using the simulated laboratory,
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subjects discovered that viruses are dormant because they
are inhibited. It was expected that this manipulation
would prime the concept of inhibition. The next day, sub-
jects returned for another, ostensibly unrelated, task (the
genetics problem). In the genetics problem, subjects had
to discover how a set of genes are controlled. None of the
surface features of the source or target problems were the
same. The two tasks had different interfaces and were pre-
sented as unrelated tasks. Thus, no explicit mappings be-
tween the two problems were expected.2 However, the
mechanism of control for both the virus task and the ge-
netics task involved the same fundamental concept—in-
hibition. Thus, it was predicted that subjects who worked
on the virus problem would be more likely to discover
the concept of inhibition in the genetics problem than
would subjects in control conditions who were not ex-
posed to the concept of inhibition on the previous day.
Since the two tasks were very different, subjects were not
expected to make an explicit analogy between the two
tasks. We hypothesized that if transfer occurred, it would
occur via the implicit mechanism of priming.

An important question that our hypothesis raises is,
how would one know whether or not priming is at work?
There are three criteria that we see as being important. The
first is that of awareness. Priming is generally regarded
as an implicit process that occurs outside awareness, and
a vast literature has repeatedly demonstrated that sub-
jects are usually unaware that priming has occurred (see
Roediger & McDermott, 1993, for a recent review). Sec-
ond, reaction time studies have demonstrated that primed
concepts are responded to faster than are unprimed con-
cepts (e.g., Becker et al., 1994; White, 1988). The third
criterion is one of retrieval of episodic or contextual infor-
mation. If a concept is primed, rather than a specific instan-
tiation of that concept retrieved, then we would expect
subjects not to recall contextual information. However, if
subjects are retrieving specific instances of a concept,
then we would expect them to recall contextual informa-
tion about the concept. Thus, if priming is to occur in
problem solving, subjects should be unaware of the prim-
ing, should retrieve concepts more quickly when they are
primed, and should not retrieve contextual information
about the last use of the concept.

We investigated awareness by collecting verbal proto-
cols from subjects while they performed a task. With
verbal protocols, subjects continuously say what they are
thinking while they work on a problem. It is thought that
when generating verbal protocols, subjects are verbally
stating the contents of working memory (see Ericsson &
Simon, 1980, 1993). Thus, verbal protocols are thought to
provide a running record of the contents of working mem-
ory. If subjects are explicitly reminded of (and, hence,
are aware of) one problem while working on another, this
should show up in the verbal protocols, since explicit re-
minding would involve working memory. If there is no
reference to the source problem in the verbal protocols,
but there is improved performance on the target problem,
this would suggest that an implicit mechanism, such as
priming, is at work.
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An alternative mechanism to priming that might pro-
duce similar results is learning. We distinguish three forms
of learning: learning the new concept of inhibition, learn-
ing new facts about the inhibition concept, and learning
new procedures useful to discovering inhibitory regula-
tory mechanisms. Learning the concept of inhibition is an
unlikely candidate, since subjects already have the con-
cept of inhibition. However, this potential mechanism can
be tested by studying the way in which subjects discover
inhibition in the Day 1 (virus) task. If the concept of in-
hibition is being learned de novo, then subjects should
have to struggle with the task and should propose the in-
hibition concept after an extended period of time. If,
however, the concept of inhibition is already known to
the subjects, then they should be able to propose inhibi-
tion immediately after uncovering evidence in favor of
such a regulatory mechanism.

The second type of learning that could occur is learn-
ing new facts about a preexisting concept. Given that sub-
jects do have the concept of inhibition before they par-
ticipate in the Day 1 (virus) task, part of what they learn
in solving the virus task is to modify their concept of in-
hibition for this current problem. Thus, in addition to re-
trieving the concept of inhibition, they instantiate this
concept in a new context, the virus task. Specifically,
they are learning new facts involving the inhibition con-
cept—enzymes can inhibit virus reproduction. If subjects
are retrieving these new facts that they have learned, then
it should be possible to distinguish between priming and
new-fact learning using verbal protocols. If, on Day 1,
subjects learned to modify the concept of inhibition, then
we would expect references to the Day 1 (virus) problem
to occur in the Day 2 protocols. Subjects should be re-
trieving specific information about the virus problem to
help solve the genetics problem, since the new facts would
be specifically about the virus task. If, however, priming
of the concept of inhibition occurred in Day 1, then sub-
jects need not retrieve contextual information while solv-
ing the Day 2 genetics problem. Thus, we expect that no
references to the Day 1 virus problem would occur in the
Day 2 genetics problem.

The third form of learning that could occur on the
Day 1 virus problem is procedural learning: Subjects may
learn new procedures in solving the virus task that can be
used to discover inhibition. Since this knowledge is pro-
cedural in form, it need not appear in the verbal protocols
(see Ericsson & Simon, 1980, 1993; Singley & Anderson,
1989) and so is not distinguishable from priming using
verbal protocols. However, the presence of procedural
learning can be studied by looking at the changes in the
procedures that subjects use when they are working on
the Day 2 genetics task. In particular, if procedural learn-
ing is a dominant factor in Day 1, then subjects should
learn specific experimental procedures useful for discov-
ering inhibition and should use these procedures on Day 2.
In contrast, priming would not be expected to produce any
such procedural changes. This hypothesis can be inves-
tigated further by having an additional control condition
of subjects that are told the solution to the virus prob-
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lem, rather than having to discover inhibition through ex-
perimentation. If procedural learning is important, then
only the group that discovers the solution through ex-
perimentation would benefit from working on the virus
task. If, however, priming is the main mechanism of trans-
fer, then both groups should benefit from knowledge of
the virus task. Such a manipulation was included in the
experiment.

In summary, this experiment involved subjects work-
ing on the virus and genetics problems on 2 consecutive
days. Both problems involved the same underlying mech-
anism—inhibition. It was expected that solving the virus
problem would have an effect on solving the subsequent
genetics problem. Ifthis happens, then the question is, at
what level does the transfer occur? In particular, will sub-
jects discover inhibition through priming, learning, or ex-
plicit analogical reasoning to the virus problem?3

METHOD

Subjects

Eighty McGill undergraduates were paid to participate in the ex-
periment (20 in each of four groups). All subjects had taken an in-
troductory biology course. None of the subjects were familiar with
the mechanisms of gene regulation or virus reproduction; these top-
ics were not covered in their compulsory biology course. Since in-
hibition is a very basic concept, it is likely that all subjects already
had knowledge of inhibition from other sources. However, all sub-
jects had taken psychology courses that had introduced them to the
concept of inhibition, providing a recent, concrete example of this
knowledge. Specifically, all subjects took introductory courses in
(1) learning, where they were given lectures on Pavlovian inhibition,
inhibitory stimulus generalization, and the general concept of inhi-
bition, (2) motivation, where they encounter inhibitory neural mech-
anisms, (3) perception, where they encountered inhibition of neural
circuits, lateral inhibition, inhibition in hearing, and on the skin, and
(4) cognition, where they learned of inhibitory connections in con-
nectionism, inhibitory priming, and proactive interference. Thus,
using subjects from this pool ensured that they all had recent mul-
tiple exposures to the concept of inhibition and had approximately
the same knowledge of the concept of inhibition.

Apparatus

The subjects conducted experiments on a Macintosh II computer.
The experimental interfaces were written in cT (Sherwood & Sher-
wood, 1988).

Procedure

Day 1: The virus task. There were two phases of the virus task:
an introductory phase and a discovery phase. In the introductory
phase, subjects were taught some basic facts about biochemistry.
They then were shown that viruses can be made active or dormant
through controlling enzymes. They were introduced to the methods
that they would use for investigating the virus problem. In the dis-
covery phase, the subjects were told that sometimes viruses are dor-
mant and do not reproduce upon entering a cell. They were also told
that scientists suspected that a certain enzyme controls the activity
of the viruses. Three different enzymes, labeled G, K, and Q, were
given as possible causes of viruses becoming active or dormant.
The subjects then were given the task of discovering how the en-
zymes controlled the virus activity.

The subjects designed experiments by using a program that sim-
ulated the action of enzymes and the number of viruses present.
They chose whether to have active or inactive viruses. They then
chose whether to view enzyme activity in the cell or to examine the

effects of adding an enzyme to the cell. Next, they chose which en-
zyme to investigate (i.e., which enzyme to view or add depending
on the type of experiment). If the subjects chose “VIEW,” then they
saw a graph over time of the number of viruses that were present,
as well as the amount of enzyme selected. For example, in Fig-
ure la, the subjects saw that as the number of viruses increased, the
amount of enzyme G also increased. If the subjects chose “ADD,”
they again saw the number of viruses present over time, but with an
enzyme added. For example, in Figure 1b, the subjects saw that
when enzyme Q was added, the number of viruses decreased. The
subjects could discover which enzyme controlled virus activity by
comparing the effects of adding the different enzymes to active and
inactive viruses.

The number of distinct experiments that the subjects could con-
duct was very small. The three experimental choices—active/inactive,
view/add, and enzyme (G, K, or Q)—produced 12 possible experi-
ments. This set was purposely made very small for two reasons. First,
most subjects would be able to discover the solution. Second, the
knowledge acquired by all subjects would be fairly uniform.

Conditions. We used a between-subjects design in which the
subjects were randomly assigned to one of four conditions. In all
four conditions, two of the enzymes played no causal role (enzymes
G and K); the role of the third enzyme (enzyme Q) was manipu-
lated. The subjects had to discover different mechanisms in the dif-
ferent conditions. Conditions 1 and 2 were control conditions, where
the subjects did not discover inhibition. Conditions 3 and 4 were
experimental conditions, where the subjects discovered inhibition.

1. In the correlated condition, enzyme Q was correlated with virus
growth. The subjects had to discover that Q is not causally related
to virus reproduction.

2. In the positive regulation condition, enzyme Q switched on or
activated virus growth. The subjects had to discover this mechanism.

3. In the negative-regulation condition, enzyme Q inhibited virus
reproduction. The subjects had to conduct experiments to discover
this mechanism.

4. In the story condition, enzyme Q inhibited virus reproduction.
In this condition, the subjects did not conduct experiments; they
were told that inhibition was the mechanism of control. This con-
dition was used as a further control condition to investigate the hy-
pothesis that procedural learning of strategies for discovering inhi-
bition might be at work in the negative-regulation condition. It may
be the case that the subjects in the negative-regulation condition ac-
quire procedural knowledge specific to discovering inhibition. In
the story condition, the subjects who are merely told the solution to
the problem would not discover this procedural knowledge. By com-
paring the performance of the subjects in the negative-regulation
and story conditions, we were able to investigate this hypothesis.

Prior to beginning the discovery phase, the subjects were in-
structed on how to give a verbal protocol. We used the methods of
Ericsson and Simon (1980, 1993) for obtaining verbal protocols.
The subjects were told to say everything that they were thinking
while performing the task. They gave concurrent verbal protocols
throughout the discovery phase. The subjects conducted experi-
ments until they thought they had discovered how the enzymes con-
trolled the virus activity. No feedback on the correctness of their
final solutions was given. At the end of Day 1, the subjects were
asked to state the role of each of the three enzymes.

Day 2: The genetics task. The same form of the genetics task
was used in all conditions. This task is the same task used by Dun-
bar (1993), and a more extensive account of this task can be found
there.# The genetics task consisted of two main phases. In the in-
troductory phase, the subjects were taught some basic facts about
molecular biology and were introduced to methods used for inves-
tigating genetic regulation using a simulated molecular genetics
laboratory on a computer. In the discovery phase, the subjects were
told that E. coli need glucose to live and that the E. coli obtain glu-
cose by breaking down lactose into glucose. They were told that a
set of genes on the E. coli chromosome secretes a substance called
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Figure 1. Graphs that subjects saw while performing the virus task. (a) Graph resulting
from viewing enzyme G in a cell with an active virus. This shows that as the number of viruses

increases, so does the amount of enzyme G. (b) Graph resulting from adding enzyme Q to a
cell with an active virus (in the negative condition). This shows that the number of viruses

decreases when enzyme Q is added.

betagalactosidase (henceforth called beta-gal) that breaks down
lactose. Then they were given the following problem: how is the
production of beta-gal controlled? The subjects were given two
findings. First, the beta-gal producing genes secrete beta-gal when
there is lactose present. Second, they do not secrete beta-gal when
there is no lactose. They were told that genes I, P, and O were
thought to be involved in controlling the production of beta-gal.

The subjects conducted simulated experiments on a set of genes
found in E. coli. As can be seen in Figure 2a, the E. coli were sim-
ulated in the following way: The cell wall of E. coli was represented
as large ovals, and the genes were represented as a series of boxes
(note that the computer interface for the simulated genetics exper-
iment was totally different from that in the virus problem, and the
subjects should not be reminded of the virus problem by the genet-
ics interface). There were two kinds of genes: producer genes (un-
labeled boxes) that produce the beta-gal, which breaks down lac-
tose, and controller genes (labeled boxes) that control the producer
genes. The lactose was represented with smaller squares, and the
beta-gal was represented with black dots (see Figure 2b). The I, P,
and O genes controlled the beta-gal genes such that beta-gal was

produced only when lactose was present. The subjects’ task was to
determine how the I, P, and O genes were involved in controlling the
beta-gal genes.

Two main experimental methods were available to the subjects.
The first method was mutating one of the controller genes and ob-
serving the effect on the output of the beta-gal genes. If the muta-
tion changed beta-gal output (e.g., by shutting output off), then that
controller gene was implicated. This kind of experiment is called a
haploid experiment. The second method involved using diploid
cells in which there are two sets of genes: one set of genes that had
the producer genes and the controller genes, and the other set of
genes that had only the controller genes. By producing different
combinations of mutations on the two sets of genes, the subjects
could determine whether, and how, a particular gene was involved
in controlling the output.

The methods were described to the subjects in the context of an
example regulation problem (henceforth called the ABC example):
The subjects were shown how certain genes (labeled A, B, and C)
control the activities of other genes by switching them on when
there is a nutrient present. This is an example of positive regulation—
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Figure 2. The computer interface used in the genetics task. (a) E. coli with controller
and producer genes. (b) E. coli breaking down lactose with beta-gal.

the A gene is switched on when a nutrient is present. The A gene
then releases substances that instruct other genes to secrete en-
zymes that will breakdown the nutrient. The number of genes and
the experimental interface used in the example were identical to that
used in the discovery phase. The only difference was that the genes
had different labels in the discovery phase (A, B, and C rather than
I, P, and O) and the underlying mechanism was one of activation,
rather than inhibition. Following the results of Dunbar (1993), it
was expected that the subjects would map the ABC example onto
the genetics problem and that the subjects’ initial hypotheses would
be that the I, P, and O genes turn on beta-gal production. This ma-
nipulation was used to ensure that all of the subjects would begin
the genetics problem with an incorrect activation hypothesis.

The ABC example had two main functions. First, we wished to
present an example of how to conduct experiments in this domain.
Second, we wished to make the task suitably difficult such that the
subjects would not be performing at ceiling in the base conditions.
This was achieved by biasing the subjects toward activation hy-
potheses. From previous research (Dunbar, 1993), we knew that
subjects would all start with activation hypotheses and only begin
to consider alternate hypotheses, such as inhibition, after much ex-
perimentation. The effect of priming of the concept of inhibition on
the search for alternate hypotheses was the focus of this experiment.

The subjects conducted experiments until they thought they had
discovered how the I, P, and O genes controlled the producer genes.
The genetics problem had a number of levels to the answer. First,
the subjects had to discover that the I and O genes were inhibitors.
A more difficult challenge was to discover how the I and O genes
interact and that they work in different ways. The O gene physically
blocks beta-gal production and must be adjacent to the beta genes
to inhibit them. The I gene does not have to be on the same chromo-
some as the beta-gal genes, because it sends out an inhibitor that
binds to the O gene. Subjects can discover this through the use of
diploid experiments. On the basis of Dunbar’s (1993) results, we
expected few subjects to discover these subtle aspects of genetic con-
trol; hence, the analyses of results will not focus on this level. Ex-
perimentation consisted of three components: designing an experi-
ment, watching the experiment run, and viewing a summary table
of past experiments. There were 120 possible experiments that could
be conducted. The subjects could choose from six different amounts
of nutrient. Only one gene could be mutated in each chromosome
at a time.> The subjects had to discover that the [ and O genes neg-
atively regulate (i.e., inhibit) the activity of the enzyme-producing
genes, whereas the P gene plays no role.

The virus (Day 1) and genetics (Day 2) tasks were different along
many dimensions. At the level of domain, the virus task was pre-
sented as a biochemistry task, whereas the genetics task was pre-
sented as a molecular genetics task. At the level of data presenta-
tion, the virus task involved graphs, whereas the genetics task
involved tables. At the level of the interface, the subjects selected
options with buttons in the virus task, whereas they used pull-down
menus in the genetics task. Finally, at the level of to-be-explained
phenomena, the virus task involved a decrease in output with the
addition of an object, whereas the genetics task involved an increase
in output with the removal of an object. However, the underlying es-

sential concept in both tasks was inhibition. In the virus task, the Q
enzyme inhibited virus growth. In the genetics task, the I and O
genes each inhibited beta-gal output.

Postgenetics task questionnaire. In addition to collecting ver-
bal protocols, we also questioned the subjects to further assess
whether they had engaged in explicit use of the virus task while
working on the genetics problem. The subjects were given the fol-
lowing three questions: “Did you think about yesterday’s experi-
ment at any point today?”” “Do you see any similarities between yes-
terday’s and today’s experiments?” and “Did you think yesterday’s
experiment helped you today?”

RESULTS AND DISCUSSION

Virus Task Results

As stated in the introduction, the virus task was ex-
pected to be relatively simple. This was the case. In the
correlated condition, all 20 (100%) subjects discovered
that there was no causal link between Q and virus growth.
In the positive condition, 18 (90%) subjects discovered
that Q was an activator. In the negative condition, 19 (95%)
subjects discovered that Q was an inhibitor. Furthermore,
none of the subjects in the positive and correlated con-
ditions proposed inhibition in the virus task. Thus, the vi-
rus manipulations were successful.

To investigate whether the subjects already had the
concept of inhibition (i.e., that it was a preexisting con-
cept that could be primed), the verbal protocols of the neg-
ative condition were analyzed for first and subsequent
mentions of the concept of inhibition. In the negative virus
task, there was one crucial experiment that was strongly
suggestive of inhibition (adding enzyme Q to an active
virus). Fourteen (70%) subjects mentioned inhibition im-
mediately after conducting this crucial experiment. Three
(15%) subjects mentioned inhibition before conducting
this crucial experiment (i.e., without any evidence for in-
hibition). Two (10%) subjects mentioned inhibition within
two experiments beyond this crucial experiment. The re-
maining subject never conducted this crucial experiment
and never mentioned inhibition. The finding that the sub-
jects were able to propose the concept of inhibition so
quickly indicates that they already had the concept of
inhibition.

Similar analyses were conducted for the concept of ac-
tivation in the positive condition. In the positive virus task,
there were two critical experiments, each of which dem-
onstrated the presence of a positive-regulation mecha-
nism (adding enzyme Q to either virus type, producing
greater virus growth). The verbal protocols were coded
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for first mention of activation. Two (10%) subjects men-
tioned activation prior to conducting a crucial experi-
ment. Sixteen (80%) subjects mentioned activation im-
mediately after conducting a crucial experiment. One (5%)
subject mentioned activation in the experiment follow-
ing the first crucial experiment. The remaining subject
never mentioned activation. Thus, for the majority of the
subjects, activation was a readily available concept. Over-
all, these results indicate that the subjects did indeed pos-
sess the concepts of inhibition and activation prior to
participating in the virus (Day 1) experiment.

We can now turn to the effect of the virus problem on
the subjects’ performance in the genetics task. Only sub-
jects who correctly discovered the role of the Q enzyme
in the virus condition were included in the analyses of
the genetics task. Thus, analyses were conducted on 20
subjects in the correlated condition, 18 subjects in the pos-
itive condition, and 19 subjects in the negative condition.

Genetics Task Results

To determine the effect of knowledge acquired in the
virus task on performance in the genetics task, five types
of analyses were conducted. First, the analyses of over-
all success of the subjects in each condition were con-
ducted to determine whether there were any differences
in performance between subjects in the four groups. Sec-
ond, to assess whether there were any procedural learn-
ing effects, an analysis was conducted on the kinds of ex-
periments performed by the subjects. Third, an analysis
of the subjects’ verbal protocols was conducted to deter-
mine whether the subjects were explicitly mapping from
the virus problem to the genetics problem. Fourth, the re-
sults of the postgenetics task questionnaire were ana-
lyzed to provide converging evidence for the verbal pro-
tocol findings. Fifth, the point at which the subjects first
proposed inhibition was analyzed to determine further
whether the concept of inhibition was primed by the
virus task.

1. Overall performance on the genetics task. A pri-
mary measure of how experience with the virus problem
affected performance on the genetics task was the num-
ber of subjects that solved the genetics task. To assess
performance on the genetics task, the subjects’ statements
of their final hypotheses were coded for the role that each
gene played. The subjects’ final hypotheses were coded
by two independent coders, producing an intercoder re-
liability of 97%. Differences were resolved through dis-
cussion. A subject’s hypothesis was coded as correct if
the roles of all three genes were correct (P = no role,1 =
inhibitor, O = inhibitor). The subjects in the negative
and story conditions were more likely to reach the cor-
rect solution (8 and 8 subjects, respectively) than were
those in the correlated and positive conditions (3 and 5
subjects, respectively) [ x2(1) = 3.6, p <.05]. As another
control, the performance in the genetics task in this study
can be compared with the results found by Dunbar (1993,
Experiment 1), in which subjects from the same subject
pool were given the same genetics task without being ex-
posed to the virus task (see Figure 3). Dunbar found that
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4 0f 20 (20%) subjects reached the correct solution. This
comparison suggests that the virus task had a facilitory
effect in the negative and story conditions (mean of 41%
correct) and no effect (of facilitation or interference) in the
correlated and positive conditions (mean of 21% correct).

The primary focus of the experiment was on whether
discovering inhibition in the virus task led to a greater
likelihood of proposing inhibition in the genetics task.
To test for such an effect, a further analysis was conducted
on the frequency of inhibitory hypotheses in each of the
four conditions. The analysis was conducted on the num-
ber of inhibitory hypotheses in the subjects’ final hy-
potheses for the I, O, and P genes (see Figure 4). There
was a main effect for condition [F(3,73) = 3.3, p <.03].
Post hoc analyses revealed that there were more inhibitory
hypotheses in the two inhibitory conditions (negative and
story) than in the noninhibitory conditions [Scheffé
F(3,73) = 8.4, p <.05]. Thus, experience with inhibition
in the virus task had a significant effect on proposing
inhibition in the genetics task. A similar analysis was
conducted on the number activation hypotheses in the
subjects’ final hypotheses for the I, O, and P genes (see
Figure 4). The effect of condition was not significant
[F(3,73)<1,p>.7].6

2. Evidence of procedural transfer. To assess whether
the manipulations produced any changes in the way in
which the subjects conducted experiments in the genet-
ics task, nine measures of the experimentation process
were analyzed. There were no effects of condition on num-
ber of experiments conducted [F(3,73) = 1.3, p > .25],
time on task [F(3,73) = 1.8, p > .15], or time spent per
experiment [F(3,73) < 1]. A further three of these mea-
sures focused on the particular kinds of experiments,
which are especially important to the genetics task (see
Table 1). First, an analysis of variance (ANOVA) was
conducted on the proportion of diploid experiments with
a normal female gene and a mutant male gene (normal/
mutant). Such experiments cannot discriminate between
any mechanisms and so generally indicate confusion in the
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Figure 3. The proportion of solvers in each condition, with the
expected baseline solution rate from Dunbar (1993).

Story
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Figure 4. Mean number of inhibition and activation hypothe-
ses in each condition.

Correlated Story

Negative

subject. The effect of condition on proportion of normal/
mutant experiments was nonsignificant [F(3,73) = 1.6,
p>.2]. Second, an ANOVA conducted on the proportion
of zero lactose experiments, which are very useful for iden-
tifying negative regulation,” found no effects of condi-
tion [F(3,73) = 1.7, p>.15]. Third, an ANOVA was con-
ducted on the proportion of crucial experiments conducted
by each subject. To arrive at the correct hypothesis with
sufficient evidence, the subjects had to conduct five
kinds of experiments, called crucial experiments. These
crucial experiments were the three different haploid mu-
tants (I—, P—, and O—) and the diploid mutants involv-
ing the two causally implicated genes (I—/normal and O—/
normal).8 The effect of condition on this measure was
nonsignificant [F(3,73) < 1].

The final three measures focused on the quality and
breadth of the experiments conducted. First, an ANOVA
was conducted on the mean number of features varied
from one experiment to the next. Feature variation has
often been used as a measure of strategy use in scientific
experimentation (e.g., Bruner, Goodnow, & Austin, 1956;
Kuhn & Phelps, 1982; Tukey, 1986). Varying multiple
features between experiments confounds sources of dif-

ferences, whereas varying only one feature at a time pro-
vides unambiguous tests of the effects of particular fea-
tures. The effect of condition on the mean number of fea-
tures varied was nonsignificant [F(3,73) < 1]. Second, an
ANOVA was conducted on an index of the degree to
which the subjects explored each of the factors in the task
(i.e., types of haploid mutations, types of male diploid
mutations, types of female diploid mutations, and amount
of nutrient). This measure, called the dimension search
index, was the sum of the number of levels of each factor
that the subject explored, and it ranged from 4 to 18. There
were no effects of condition on this measure [F(3,73) <1].°
Finally, an ANOVA was conducted on the proportion of
the 20 possible gene combinations that were tried by
each subject, another measure of breadth of experimen-
tation (see Dunbar, 1993; Klahr & Dunbar, 1988; Klahr,
Fay, & Dunbar, 1993). There were no effects of condition
on this measure [F(3,73) < 1].

In sum, there were no indications that there were dif-
ferences in the experimentation process across condi-
tions. Thus, it is unlikely that the subjects obtained any
special new knowledge in the virus task that influenced
the way in which they conducted experiments. We now
turn to an analysis of the verbal protocols to determine
whether the subjects generated inhibition hypotheses as
a result of explicit reminding and analogical mapping.

3. References to the virus problem in the verbal
protocols. The verbal protocols from the genetics task
were coded for any references that the subjects made to
other sources of knowledge while they were working on
the genetics problem. If the subjects were using explicit
analogy, then references to the virus task should have oc-
curred in their verbal protocols. We divided references to
prior sources of knowledge into three types: (1) references
to the ABC example that the subjects were shown at the
beginning of the genetics task, (2) references to the virus
problem, and (3) references to any other knowledge.

As can be seen from Table 2, a total of 17 references
were made to other sources of knowledge. However, only
2 subjects made references to the virus task, and these
subjects were not in the negative or story conditions.
This indicates that the reason that more subjects pro-
posed inhibition in the negative and story conditions was
not because these subjects were explicitly mapping from
the virus problem to the genetics problem and not be-

Table 1
Global Measures of Performance on the Genetics Task for Each Condition

Correlated Positive Negative Story

M SD M SD M SD M SD
Number of experiments 15.5 5.2 13.2 4.4 134 39 13.1 43
Time on problem (in minutes) 43.0 13.6 36.6 14.9 36.1 20.4 38.5 13.8
Time/experiment 2.9 0.6 2.9 1.1 2.6 0.8 3.0 1.1
% normal/mutant 9.3 9.3 13.5 12.3 9.0 10.3 15.1 10.8
% zero lactose experiments 6.9 12.0 11.7 16.8 16.5 209 6.4 12.1
% of crucial experiments 99.0 4.5 94.4 16.6 96.8 7.5 97.0 9.8
Features varied 1.7 0.2 1.8 0.2 1.7 0.2 1.8 0.2
Dimension search index 13.0 2.1 12.6 2.5 13.1 2.0 12.1 1.8
% of gene combinations 54.8 17.0  50.0 19.1 50.3 125 498 15.0
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cause the genetics task reminded them of the virus prob-
lem. Below, we give two examples of each of the three
types of reference that the subjects made while working
on the genetics task.

References to the ABC example. References to the ABC
problem were the most explicit use of mapping from one
source of knowledge to the genetics tasks. The subjects’
references to the ABC example were where the subjects
mapped A, B, and C over to the I, O, and P genes. For ex-
ample, Subject ADS5 in the negative condition said:

The thing is I have to find ... what is the controller gene
... And the case—remember when we had A missing—
OK—Ilet me just ... OK—B, C, we added A, B, C—and
when we—and there was a reaction. Said that A was the
controlling gene. So I want to find the case—It seems like,
all three are reacting . ..

Subject LK 15 in the story condition said, “The ab-
sence of P is the same as the presence of A ... inthe ...
in the previous experiment ...”

References to the virus task. No subject made any ex-
plicit reference to any of the details of, or mechanisms
involved in, the virus problem. The two examples provided
below were the only references to the virus problem in 80
protocols. Even these references were very general and
not very helpful for the subjects. (1) Subject LM5 stated,
“Oh, gee ... and I was thinking of taking biology yesterday.
Now today I don’t think I will ...” (2) Subject NA12
stated, “Ha, ha, this is a tougher one than yesterday ...”

References to other knowledge. Like references to the
virus problem, references to other sources of knowledge
were very general and no explicit mappings were made
to a source problem that could be mapped over to the ge-
netics problem. Subject EF14 in the positive condition
said, “It’s just like ‘Mastermind.” I have to figure out what
each gene’s doing.” Subject AK1 in the correlated con-
dition stated, “This is worse than a final.”

Overall, the examination of the protocols provides lit-
tle evidence for any form of explicit analogical mapping
or reminding from the virus problem to the genetics prob-
lem. The finding that all but 2 of the subjects failed to men-
tion the virus task suggests that mechanisms other than
explicit analogy were responsible for the better perfor-
mance of the inhibitory condition subjects over the non-
inhibitory condition subjects.

4. Postgenetics task questions. To further address the
issue of how performance on the genetics task was in-
fluenced by the virus task, three questions were given to
subjects on completion of the genetics task. The goal of
asking the questions was to uncover the relationships that

Table 2
References to Other Sources of Knowledge in the Verbal
Protocols of Subjects in the Genetics Task for Each Condition

Mentioned
Object Correlated Positive Negative Story
ABC 0 2 4 3
Virus 0 2 0 0
Other 2 1 2 1
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the subjects saw between the virus and genetics tasks.
These questions were open-ended and allowed the sub-
jects room to state any relationships or similarity that
they saw between the two tasks.

A. “During the experiment did you at any time think
of yesterday's experiment?” 10 There was a 92% agree-
ment between coders for this question. Only 37% of the
subjects reported that they had thought about the previ-
ous day’s experiment at any time. Of the subjects in the
correlated, positive, negative, and story conditions, 35%,
41%, 57%, and 20%, respectively, reported that they had
thought of yesterday’s experiment. The interaction with
condition was not significant [ x2(3) = 5.1, p >.15]. Fur-
thermore, 13% of the subjects spontaneously responded
that they had no memory for the details of the previous
day’s experiment (there was a 92% intercoder agreement
for this response). Surprisingly, in the story and negative
conditions, these subjects were more likely to have solved
the genetics task [ = .3, x2(1) = 6.9, p <.01; r = .26,
X2(1) =2.6,p>.1].1

Sixty-one percent of the subjects responding that they
had thought of the virus task during the genetics task
(n = 14) specified a particular point in time at which
they had thought of the virus task. All of these subjects
mentioned the same point in time: the introduction phase
to the genetics task. No other particular point in time was
mentioned. Thus, one explanation for why some subjects
reported thinking about the virus problem and yet no ref-
erences appeared in the verbal protocols in the genetics
task is that the subjects thought of the virus task only dur-
ing the introduction to the genetics task. This explana-
tion could also reconcile the lack of explicit analogy with
the apparent demand characteristics of the study to make
some link between the two sessions. Furthermore, this
result explains the lack of an association between claim-
ing to have thought about the virus problem and solving
the genetics task: A few subjects did think back to the
virus task very early in the genetics task, but they then
discarded it immediately since it did not seem relevant.

B. “Do you see any similarities between yesterday's
and today's experiments and what are they?” This ques-
tion was not asked of the subjects in the negative condi-
tion, but it was asked of the subjects in the other three con-
ditions. Responses to this question were coded into five
categories: methods (used elimination, added/subtracted
things, etc.), goals for experiments (goal was to find the
causal agent, trying to see what causes things, etc.), mech-
anism (same underlying mechanism, e.g., inhibition),
elements (mention elements from either domain as being
similar), and none (believes there are no similarities).
There was 98% agreement among the two coders on this
measure.

There was no similarity in mechanism for the corre-
lated and positive conditions, and the subjects did not see
any (see Table 3). The 2 subjects in the story condition
noticed the similarity when they were asked about simi-
larity, rather than when working on the problem. These
subjects claimed not to have thought about the virus task
during the genetics task and also believed that working
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on the virus task had not helped working on the genetics
task. Thus, it appears unlikely that the subjects in the story
condition explicitly mapped knowledge from the virus
task to the genetics task—even the subjects solving both
tasks seemed generally unaware of the crucial similarity
between the two tasks when asked to explicitly compare
the two domains. With regards to elements, the subjects
in the story condition noticed similarities of elements
(e.g., that Q corresponds to I). When more general sim-
ilarities were mentioned, the subjects in the positive and
correlated conditions were more likely to state that the
general goals and methods used in the virus and genet-
ics tasks were the same.

C. “Do you think that yesterday s experiment helped
you in any way?” Intercoder reliability was 96% for this
question. While 37% of the subjects thought that experi-
ence with the virus task helped during the genetics task,
the responses did not interact significantly with condi-
tion [ x2(3) = 3.1, p > .3]. Furthermore, there was no as-
sociation between believing that the virus task had helped
and actually solving the genetics task [x2(1) < 1; r =
—.19, x2(1) = 1.3, p > .2 for the story and negative con-
ditions, respectively].

Overall, the results of the protocol analyses and post-
genetics interview reveal that the subjects were not aware
that the genetics problem did, or could have, helped them
discover the solution to the genetics problem. This indi-
cates that the subjects were not using strategies of explic-
itly mapping the solution of the virus problem to that of
the genetics problem.

5. Point at which subjects propose inhibition. As
proposed in the introduction, experience with the virus
problem may have primed the subjects’ existing concepts
of inhibition. If this were the case, then the subjects in
the inhibitory conditions should have proposed inhibi-
tion earlier than the subjects in the noninhibitory condi-
tions. To assess this hypothesis, the verbal protocols from
the genetics task were coded for the point at which the
subjects first mentioned inhibition. The reliability for
coding when subjects first mentioned inhibition was 98%.
Two categories were used: immediately (no more than one
experiment beyond the first piece of evidence that could
indicate inhibition) and later.!2 As can be seen from
Table 4, the subjects in the inhibitory conditions were
more likely to propose inhibition earlier than the subjects
in the noninhibitory conditions [ x2(1) = 3.8, p < .05].
These results are consistent with the hypothesis that the
concept of inhibition was primed by the virus task.

Table 3
Numbers of Kinds of Responses in Each Condition
to the Question, “Do You See Any Similarities
Between Yesterday’s and Today’s Experiments?”

Correlated Positive Story
Methods 8 8 3
Goal 7 1 1
Mechanism 0 0 2
Elements 4 4 9
None 3 5 8

GENERAL DISCUSSION

The results of this experiment indicate that it is possi-
ble for experience with one problem to facilitate perfor-
mance on another problem without subjects’ being aware
that one problem has helped them solve the other prob-
lem. In this experiment, the subjects were given the virus
problem on Day 1 and the genetics problem on Day 2. For
two groups of subjects, the solution to the virus problem
involved inhibition. When these subjects returned for the
genetics problem on Day 2, more subjects attained the
correct answer and more subjects proposed inhibition
than in either of the two control conditions. These sub-
jects made no reference to the virus problem either in their
verbal protocols or in a questionnaire administered after
the genetics problem was completed. Thus, the subjects
had no awareness that experience with the virus problem
had an effect on their performance in the genetics problem.

The finding that the subjects were not aware that the
virus problem helped them indicates that they were not
using explicit analogical mapping from the virus prob-
lem to the genetics problem. If they had been making ex-
plicit analogies, then this would have shown up in the
verbal protocols and postgenetics questionnaire. It should
be noted that analogies and remindings were present in
the verbal protocols, but the analogies and remindings
were not to the virus problem. The existence of analogies
and remindings in the protocols indicates that verbal pro-
tocols do pick up analogies. Furthermore, verbal proto-
cols have been found to be good indicators of analogical
transfer (Ross, 1984, 1989b). Thus, the lack of references
to the virus problem in the verbal protocols is not an arti-
fact of using verbal protocols. While it could be argued
that lack of a mention of the virus task in the genetics
problem is not strong evidence that the virus task was not
thought of, we obtained similar results in the postproblem-
solving questionnaire. This converging evidence, using
different dependent measures, leads us to believe that the
subjects really did not explicitly access the virus problem
while working on the genetics problem.

The use of verbal protocols was a critical feature in
this experiment. Other researchers have tended to use
posttask interviews and questionnaires to assess whether
subjects were reminded of a prior problem. Protocols pro-
vide a much stronger measure of reminding, because they
reflect the on-line contents of working memory. Thus, if
we had used only a posttask questionnaire and the sub-
jects did not mention the virus task, it could have been
the case that the subjects were reminded during the task
but, while answering the questionnaire, failed to remem-
ber that they had used the virus problem to help solve the
genetics problem. Given that we did collect on-line pro-
tocols, this potential ambiguity was avoided; we had ac-
cess to any potential analogies or remindings during the
task. Thus, the use of on-line verbal protocols makes it
possible to rule out explicit analogy as the cause of trans-
fer in this task.

Why did the subjects not engage in explicit analogy?
Comparing the genetics task and inhibitory versions of
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Table 4
When Subjects First Mention Inhibition in Each Condition
Timepoint Correlated Positive Negative Story
Immediate 6 7 10 12
Nonimmediate 14 11 9 8

the virus task, the important similarity is at the level of
inhibition, a single relation rather than a complete sys-
tem of relations. At the level of relational systems under-
lying the solutions, the two tasks are, in fact, very dif-
ferent. The solution to the virus task involves simple
inhibition (e.g., enzyme inhibits virus growth). In con-
trast, the solution to the genetics task involves inhibition
of inhibition (e.g., nutrient inhibits the inhibition of en-
zyme output). Given that similarity was only at one very
specific level, the lack of any use of explicit analogy is
consistent with the findings of previous research where
subjects fail to draw analogies when there are neither sur-
face features nor systems of relations common to the
source and target domains (e.g., Clement & Gentner,
1991; Halford, 1992; Wharton et al., 1994). The novel
finding presented here is that, despite the lack of use of
explicit analogy, there is positive transfer from the virus
problem to the genetics problem.

The results of this experiment are consistent with the
view that the concept of inhibition was primed by the
virus task and, hence, was more available for the subjects
when they worked on the genetics problem. In the intro-
duction, we argued that priming was a potentially im-
portant mechanism, particularly when subjects do not
make use of an explicit analogy. A primed concept would
be more available for problem solving than would un-
primed concepts. Given that priming is regarded as an im-
plicit process, priming should occur without awareness.
Thus, the transfer mechanism of priming is consistent
with both the hypothesis that there was not enough in-
formation available for analogical mapping to occur and
the finding that the subjects had no awareness of the ef-
fects of the virus problem on the genetics problem. The
priming hypothesis that we have proposed is consistent
with previous work on the priming of concepts and extends
the range of situations over which priming can occur.

We are calling the positive transfer that we obtained in
our experiment priming. However, another way of inter-
preting the findings is as a form of implicit analogy. That
is, some implicit process similar to analogy yet different
from priming may have been responsible for the transfer
that we found. Although this may be the case, there is cur-
rently no existing account of what the mechanisms under-
lying implicit analogy might be. Regardless of whether
the phenomenon is called priming or implicit analogy, it
is clear that the observed effects are different from those
typically thought to occur in problem-solving transfer
studies: explicit analogical transfer.

A potential alternative explanation for the results of
this experiment is that the findings are due to learning
effects rather than priming. However, there are a number
of reasons that lead us to believe that learning is not the
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cause of the findings. First, the subjects already had the
concept of inhibition, as demonstrated by the ease with
which they discovered inhibition in the virus task. Sec-
ond, the subjects did not mention the virus task during
the genetics task. This suggests that the subjects were not
making use of new facts about inhibition that they learned
in the virus task. Third, there were no differences across
conditions in the kinds of experiments conducted by the
subjects, suggesting that the transfer was not caused by
learning of new procedures for experimentation. Finally,
the subjects in the story condition also showed transfer,
providing further evidence that the source of transfer was
not learning particular methods of discovering inhibition.

The issue of learning versus priming is necessarily com-
plex. We have treated learning mechanisms as being dis-
tinct from priming mechanisms. Treating priming and
learning as different processes makes it possible to de-
rive clear predictions about the types of data that would
be expected under either explanation, which we summa-
rized in the previous paragraph. However, it may be the
case that priming and learning exist along a continuum,
much like automatic and controlled processes have been
argued to be on a continuum (see Cohen, Dunbar, & Mc-
Clelland, 1990; MacLeod & Dunbar, 1988). Thus, future
experiments might show that concepts can be changed
via learning with subjects’ being unaware of the change.
This is a logically possible mechanism that potentially
could be used to explain the data in the present experi-
ment. However, for such an account to be true, it would
be necessary to show that there is a change in a subject’s
concept as a result of the initial experience with the virus
task. All the analyses that we have conducted indicate
that there was no change in the concept of inhibition in
the subjects as a result of their experience with the virus
problem. Thus, priming appears to be the most parsimo-
nious explanation for our data.

Another relevant issue to our findings is that the sub-
jects in all conditions were biased toward activation hy-
potheses at the beginning of the genetics task. Thus, what
may be happening is that this recent experience with acti-
vation may interfere with discovering inhibition. Dunbar
(1993) has shown that this is indeed the case: Subjects are
biased toward activation and set goals of finding activa-
tion and distort evidence to fit activation hypotheses. In
the experiment reported here, we were interested in
whether subjects could overcome this bias by having the
concept of inhibition primed by experience with a prior
problem. The finding that the subjects in the inhibitory
conditions performed better than did the subjects in the
other conditions demonstrates that priming of another hy-
pothesis can make it more likely for subjects to overcome
a bias to a particular hypothesis. This type of finding sug-
gests that when subjects search for new hypotheses, a re-
cently primed concept will be more readily available and
will be proposed, even when subjects are biased to another
hypothesis. Thus, priming of hypotheses may be an im-
portant mechanism underlying hypothesis generation.

The approach taken in this paper makes it possible to
begin to elaborate the links between lower level and higher
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level cognitive processes. We have argued that, under
certain circumstances, it is difficult for the cognitive sys-
tem to engage in analogical reasoning, yet knowledge of
a source can have an effect on reasoning about a target.
This research raises a number of issues concerning when
subjects will be aware of using knowledge from one do-
main to solve a problem in a related domain. In tradi-
tional studies of transfer, subjects acquire a new concept
during the course of the experiment and then must trans-
fer this new concept to another problem. In the present
experiment, the subjects already had the concept before
entering the experiment. It may be the case that subjects
are less likely to be aware of a source when the source
primes a preexisting general concept, such as inhibition.
General concepts, such as inhibition, in addition to being
associated with many specific instantiations, are likely to
exist independently of these specific instantiations. Thus,
when a primed general concept memory is accessed, it
will not result in the retrieval of specific instantiations.
However, as in the traditional transfer studies, when the
primed concept is a novel concept uniquely tied to a par-
ticular instantiation, it is likely that the details of the in-
stantiation regarding when and how the concept was ac-
quired will be retrieved and the subject will make an
explicit analogical mapping from the source to the target.

The results and theoretical approach taken in this paper
make it possible to understand a number of puzzling find-
ings recently obtained in the literature. For example, Mand-
ler and Orlich (1993) and Lovett and Anderson (1994)
have found that performance on a target problem was af-
fected by a source problem, but subjects were not aware
of using the source problem while working on the target.
The approach that we have taken in this paper suggests
that the reason they obtained little awareness of the rela-
tionship between a source and a target was that the source
problem primed a concept and that this primed concept
was then available for solving another problem. Thus, it
may be the case that priming, rather than analogical map-
ping, occurred in their experiments. What we take both
their results and our results to mean is that when subjects
do not have enough information available to make an ex-
plicit analogical mapping, source knowledge can still have
an effect through lower level cognitive processes, such as
priming.!3

The findings of this experiment unmask some of the
problems associated with using retrospective reports to
discover the origins of hypotheses. Many psychologists
have used retrospective accounts of a scientific discov-
ery to propose theories of how scientific discoveries were
made (e.g., Boden, 1993). However, the results of this ex-
periment demonstrate that, even with a relatively straight-
forward scientific reasoning task, subjects have great dif-
ficulty in remembering the sets of factors that contributed
to their generation of a new hypothesis. Results such as
the ones obtained here and those obtained from studies
of scientists’ on-line problem solving (see Dunbar, 1995;
Dunbar & Baker, 1994) indicate that scientists are often
unaware of the origins of their hypotheses. Given the con-
structive nature of human memory (e.g., Bartlett, 1932;

Owens, Bower, & Black, 1979), it is highly likely that many
of the reports of the origins of specific hypotheses in sci-
ence are incorrect: The scientists may not have a mem-
ory of where their hypotheses came from because their
hypotheses were the result of priming, and they must con-
struct a nonveridical story that gives the origin of their
hypotheses.

The goals of the research reported in this paper were
twofold. First, we wanted to investigate the roles of lower
level cognitive processes involved in higher level cogni-
tion. We investigated one potential mechanism—yprim-
ing—and found evidence that priming is at work in com-
plex problem solving. Second, we wished to investigate
the paradox regarding the importance of analogy and the
empirical findings that subjects have great difficulty in
using analogy. We argued that one lower level process that
is important in analogy—priming—could occur, and have
an effect on performance, even when subjects are unable
to make an explicit analogy. Thus, even when analogy
fails, old knowledge can have an effect on the acquisition
of new knowledge. Overall, our results demonstrate that
it is possible to explore the role of lower level cognitive
processes in higher level cognition and suggest new av-
enues for uncovering these mechanisms.
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NOTES

1. Part of the computational simplicity is caused by the lack of com-
plex mental structures. That is, since the priming that has been observed
occurs for single relations/concepts rather than for complex systems of
relations, the computationally expensive variable-binding process is
greatly simplified.

2. In addition, there were no common systems of relations involved
in both problems. A number of authors (e.g., Clement & Gentner, 1991;
Halford, 1992; Wharton et al., 1994) have noted that when there are nei-
ther surface features nor systems of relations similar in both the source
and the target, subjects will not be reminded of the source, and analog-
ical mapping will not occur.

3. It should be noted that priming and analogy are not mutually ex-
clusive, since the effects of priming can be orthogonal to the occurrence
of analogical reasoning. That is, both priming and analogical reasoning
can occur simultaneously. However, the effects of priming can be seen
most easily in the absence of analogical reasoning, and, therefore, that
case is emphasized here.

4. This task is based upon the experiments that Jacob and Monod
(1961) used to discover the lac operon. Jacob and Monod won the Nobel
prize for this work. The reasoning used in this task is representative of
the types of reasoning that scientists engage in while conducting their
research. Thus, it is a useful task to investigate complex reasoning.

5. This restriction made it fairly difficult to isolate the effects of a
particular controller gene. However, the state of technology at the time
that Jacob and Monod made their discovery was similarly restricted.



284 SCHUNN AND DUNBAR

6. The lack of priming effects due to Day 1 experience on the con-
cept of activation are not surprising—the more recent experience with
activation in the introductory phase of the genetics task most likely
overwhelmed the older experience.

7. As a test of internal validity, the proportion of zero lactose ex-
periments correlated significantly with the presence of negative regu-
lation in the subjects’ final hypotheses (r = .21, p <.04).

8. As an indicator of internal validity, failing to conduct a crucial ex-
periment led to not solving the task 90% (18/20) of the time.

9. This measure was used by Okada (1994), with the genetics task,
as a measure of quality of search.

10. The postgenetics task questionnaire was developed during the
course of conducting the experiment. Not all subjects in all conditions
were asked all three questions. In particular, none of the subjects in the
negative condition were asked, “Do you see any similarities between
yesterday’s and today s experiments, and what are they?” and only 13 of the
subjects in the negative condition were given the remaining two ques-
tions. The subjects in the other conditions were given all the questions.

11. In the story condition, 1 of 8 of the solvers had “no memory” of
the virus task, in contrast to 0 of 12 nonsolvers. The corresponding ns
for the negative condition were 2 of 5 solvers and 1 of 8 nonsolvers.

12. The important feature influencing when the subjects should pro-
pose inhibition was whether the subjects had conducted an experiment
that could suggest inhibition. Given that there was considerable variabil-
ity in when the subjects conducted this type of experiment, it was impor-
tant to develop a measure of the speed with which the subjects proposed
inhibition that removed this incidental source of variance. Therefore,
we used the simple categorical measure of whether the subjects pro-
posed inhibition immediately following the first inhibition evidence.

13. Priming may also be responsible for the performance of subjects
in other experiments. For example, in Gick and Holyoak (1980), 20%
of the subjects proposed the desired solution without being given a hint
to use the prior problem. Some of these subjects may have had the so-
lution primed by the first problem. Use of verbal protocols would make
it possible to determine whether this was indeed the case. We would like
to thank Colleen Siefert for proposing this possibility.
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