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A B S T R A C T   

Although peer review is a widely-used pedagogical technique, its value depends upon the quality of the reviews 
that students produce, and much research remains to be done to systematically study the nature, causes, and 
consequences of variation in peer review quality. We propose a new framework that conceptualizes five larger 
dimensions of peer review quality and then present a study that investigated three specific peer review quality 
constructs in a large dataset and further explored how these constructs change through different types of self- 
regulation peer reviewing experiences. Peer review data across multiple assignments were analyzed from 
2,092 undergraduate students enrolled in one of three offerings of a biology course at a large public research 
university in the United States. Peer review quality was measured in terms of comment amount, comment ac-
curacy, and rating accuracy; the measures of reviewing experience focused upon self-regulated learning factors 
such as practice, feedback, others’ modeling, and relative performance. Meta-correlation (for testing reliability, 
separability, and stability) and meta-regression (as a time-series analysis for testing the relationship of changes 
across assignments in reviewing quality with experiences as reviewer and reviewee) are used to establish the 
robustness of effects and meaningful variation of effects across course offerings and assignments. Results showed 
that there were three meaningful review quality constructs (i.e., were measured reliably, separable, and semi- 
stable over time). Further, all three showed changes in response to previous reviewer and reviewee experi-
ences, but only feedback helpfulness, in particular, showed effects of all four examined types of self-regluation 
experiences (practice, feedback, others’ modeling, and relative performance). The findings suggest that in-
structors can improve review quality by providing comment prompt scaffolds that lead to longer comments as 
well as by matching authors with similarly performing reviewers.   

1. Introduction 

Peer review is a complex kind of learner-focused educational activity 
with high levels of learner self-regulation that combines providing and 
receiving comments (often called peer feedback) and ratings (often 
called peer assessment) based on documents from peers in their class (Li 
et al., 2016; Sanchez et al., 2017). It is becoming widely used in edu-
cation, especially with the support of online tools (Dmoshinskaia et al., 
2021a; Zheng et al., 2020). Online peer review offers a number of sup-
portive features, such as anonymous reviewing (Panadero & Alqassab, 
2019), training/calibration processes (Balfour, 2013; Suen, 2014), 
scaffolds for ratings and comments (Cho & Schunn, 2007; Latifi et al., 
2021; Zheng et al., 2020), and accountability for higher quality 
reviewing (Misiejuk & Wasson, 2021). In addition, online peer review 

systems automatically collect extensive data on peer review learner 
behaviors, creating new opportunities to study the complex aspects of 
peer review behaviors and underlying competencies. 

Research on peer review in education has greatly expanded in recent 
years (Double et al., 2020), and there have been many recently pub-
lished systematic reviews (Misiejuk & Wasson, 2021; Panadero & 
Alqassab, 2019; van Popta et al., 2017) and meta-analyses (Chang et al., 
2021; Li et al., 2016; Li et al., 2020; Li et al., 2021; Sanchez et al., 2017; 
Double et al., 2020; Huisman et al., 2019; Thirakunkovit & Chamchar-
atsri, 2019; Zheng et al., 2020) focused on different aspects of peer re-
view or its impacts for different learner populations. Overall, the meta- 
analyses indicate that peer assessments (i.e., the ratings) are typically 
reliable and valid and that peer feedback (i.e., the providing and 
receiving comments) has moderate-sized effects on student writing, 
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understanding, and attitudes. These benefits have been observed in K-12 
and higher education, native and foreign language classrooms, and with 
and without technology support. Learning through peer review has been 
theoretically grounded in terms of focused practice with feedback as a 
kind of deliberate practice (Kellog & Whiteford, 2009; Wu & Schunn, 
2021a), social interaction with similarly skilled individuals as a zone of 
proximal development (Havnes, 2008; Shabani et al., 2010), and 
learning by observing peer comments and reflecting on them as a kind of 
self-regulated learning (Alemdag, & Yildirim, 2022; Zong et al., 2021b). 
And in research on writing, the students’ SRL strategies has been found 
to be significantly correlated with their writing performance (Nückles 
et al., 2020; Teng, & Zhang, 2018). Here we focus on the theoretical 
framework of self-regulated learning to understand changes in review-
ing behavior over time, where producing comments while reviewing can 
be considered a kind of writing task. 

Similar to other work examining the character and quality of self- 
regulated learning, a number of studies have found that the quality of 
peer assessments and peer feedback is not always satisfactory (Misiejuk 
& Wasson, 2021; Xiong & Schunn, 2021; Yuan et al., 2016). Lower- 
quality assessments might arise from a lack of accountability (Patchan 
et al., 2018) or a lack of understanding of criteria (Könings et al., 2019). 
Lower-quality feedback might arise from an unwillingness to share 
negative comments because of concerns about harming friendships 
(Kilickaya, 2017) or as a reaction to having received negative evalua-
tions (Lin et al., 2001) or lower-quality feedback (Zong et al., 2021b, 
2022a) in a prior assignment. Importantly, instructors may be less likely 
to use peer review if the assessment quality is low (Kilickaya, 2017). Just 
as importantly, students are less likely to benefit from providing or 
receiving feedback if the feedback in that context tends to be of low 
quality (Cambre et al., 2018): students can develop a false sense of 
confidence (Kilickaya, 2017), they can be less likely to revise their work 
(Sommers, 1982), they can lower performance standards (Yeager et al., 
2014), or they can lead other students also to provide lower quality peer 
feedback (Zong et al., 2022b). 

However, much research remains to be done to systematically study 
the causes and consequences of variation in the quality of peer assess-
ments and peer feedback to understand better how to support students’ 
self-regulation of peer feedback. We argue that part of the problem is not 
enough work has been done to systematically conceptualize different 
general dimensions and specific constructs of peer review quality. We 
provide a new larger conceptual framework of the main general di-
mensions for peer review quality and then present a study that empiri-
cally examines three specific feedback quality constructs situated within 
that framework. 

There is also a conceptual challenge in the existing research litera-
ture related to grain-size. Feedback quality, similar to other kinds of self- 
regulated learning behaviors, has been conceptualized as a property of 
an action or moment in time (i.e., the review) and, therefore, jointly 
influenced by three things: characteristics of the reviewer, the reviewed 
document, and the context of the review (Xiong & Schunn, 2021). 
However, particular research can also focus on only one of the three 
levels, averaging over the other two. For example, studies can focus on 
the level of the reviewed document (e.g., did this object receive accurate 
ratings?; did this object receive useful feedback?; Huisman et al., 2019; 
Kaufman & Schunn, 2011; Schillings et al., 2021) or at the level of the 
context (e.g., are ratings more reliable under anonymous conditions or 
with accountability pressures; Patchan et al., 2018). Critically, peer re-
view quality could also be conceptualized as a property of the reviewer, 
as part of peer review literacy (Dong et al., 2023), which is a subtype of 
general feedback literacy (Zhan, 2021). That is, the reviewer has some 
knowledge and skills related to producing peer reviews and some atti-
tudes towards peer reviews (Nieminen & Carless, 2022), and the output 
of such knowledge, skills, and attitudes will be a tendency to provide 
higher or lower quality reviews. Little prior work has examined peer 
review literacy (Dong et al., 2023). Given that peer review is such a 
learner-centric pedagogy, it is particularly important that students 

develop capacities to effectively participate in peer review (i.e., as 
productive self-regulated learners), which in turn means that practi-
tioners and researchers need ways to conceptualize different aspects of 
peer review literacy better. 

We take up that challenge in the current study by focusing on con-
ceptualizations of peer review quality as a reviewer characteristic that is 
self-regulated through experiences with peer feedback. We test this 
conceptualization as a reviewer chracteristic by examining the extent to 
which different specific review quality constructs appear to have some 
stability at the reviewer level and can be empirically distinguished from 
one another at the reviewer level. Having established the utility of that 
conceptualization, we then turn to study the self-regulation processes by 
examining which experiences as a reviewer and reviewee are positively 
or negatively associated with changes in peer feedback quality. 

1.1. Conceptualizing review quality at the reviewer level: Comment 
amount, comment accuracy, and rating accuracy 

As a new conceptual framework for peer review quality, we argue 
that the many specific constructs of peer review quality that have been 
studied can be organized according to five larger dimensions of peer 
feedback quality, and each of them can be measured at the grain size of a 
comment/rating, a review, a document, a reviewer, or a context level. 
For example, as the first dimension in our framework, some researchers 
have examined feedback quality in terms of feedback features (i.e., was 
the feedback phrased in useful ways?), either in terms of cognitive 
features that influence feedback understandability or affective features 
that influence feedback agreement or willingness to implement (e.g., 
Patchan et al., 2018; Jin et al., 2022; Kerman et al., 2022; Noroozi et al., 
2022; Tan & Chen, 2022). Under the second dimension of peer review 
quality, researchers have examined feedback quality in terms of feedback 
content (i.e., was the feedback about the right topics?), such as alignment 
to peer assessment rubric, focus on important problems in the document, 
or attending to more generally important topics (e.g., Gao et al., 2019; 
Huisman et al., 2019; van den Bos, & Tan, 2019). The third dimension is 
feedback impact (i.e., did the feedback impact the receiver?), such as the 
amount of document revision by the feedback recipient or level of 
engagement with the feedback by the feedback recipient (e.g., Strijbos 
et al., 2010; Vanderhoven et al., 2015; Wu & Schunn, 2020). A fourth 
dimension is review accuracy (i.e., were the feedback comments or rat-
ings accurate?), including the actual or perceived accuracy of de-
scriptions of problems and recommendations for improvements (e.g., 
Wu & Schunn, 2021b; Van Steendam et al., 2010) and rating reliability 
or validity (e.g., Cho et al., 2006; Li et al., 2016). Finally, the fifth 
dimension is feedback amount (i.e., how much feedback was provided?), 
whether in terms of the number of reviews or comments produced or the 
length of the comments produced (e.g., Jin et al., 2022; Patchan et al., 
2018; Zong et al., 2021a). 

In terms of the specific grain-size of a review quality construct within 
any of the five dimensions, while it is possible to produce measures at 
the fine-grain size of a rating/comment or a review, it is also logically 
possible to produce aggregate values at larger grain-sizes, such as a score 
for a reviewer (e.g., taking the average length across all comments 
produced by a reviewer on an assignment), a document, or a whole 
assignment. In the current study, we focus on the level of a reviewer. 
Past researchers that analyzed peer review quality at the reviewer level 
have tended to focus on only a few of the five broad feedback quality 
dimensions: feedback amount (e.g., Patchan et al., 2018; Zong et al., 
2021a), feedback features (e.g., Jin et al., 2022; Patchan et al., 2018), or 
feedback accuracy (e.g., Cui et al., 2021). These studies involved 
training interventions in improving feedback quality (e.g., Cui et al., 
2021), intervention studies to see whether reviewing scaffolds or 
accountability methods improved reviewing quality (Patchan et al., 
2018), or regression studies to examine whether experiences in prior 
courses or assignments were associated with better-reviewing quality 
(Zong et al., 2021a). 
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In the present study, we focused on three feedback quality con-
structs. Two constructs are drawn from the fourth dimension (review 
accuracy): rating accuracy and comment accuracy constructs. One 
construct is drawn from the fifth dimension (feedback amount). These 
three peer review quality constructs are measured at the reviewer level 
and are studied as an initial test of the conceptual framework because 
these are more easily assessed in larger datasets and thus of more 
pragmatic value to the field. By easily assessed, we mean that the spe-
cific indicators of review quality can be calculated using formulas that 
can be easily applied to raw review data in large datasets. For example, 
measures of our three tested constructs (comment amount, mean 
comment helpfulness, and rating accuracy) can be calculated using 
formulas in spreadsheets based upon available review data rather than 
laborious hand-coding approaches or complex Natural Language Pro-
cessing (NLP) techniques that typical require training using subsets of 
hand-coded data. Next, we present a brief review of prior work on each 
of these three specific review quality constructs. 

1.1.1. Comment amount 
Although peer review systems often apply some requirements to the 

amount of feedback produced (e.g., the required number of reviews per 
assignment, minimum word counts for each comment and a minimum 
number of comments per review rubric), many systems do not have such 
features and, even in the systems that do have requirements, students 
are typically able to go beyond the minimums (e.g., submit bonus re-
views, provide very long comments, provide more comments within a 
rubric dimension). Some prior work on the amount of feedback pro-
duced has focused on frequency, either in terms of the number of reviews 
completed or the numbers of comments provided within a review or 
across reviews (Zong et al., 2021b; Zou et al., 2018). Other researchers 
have examined the feedback amount regarding comment length, 
particularly the number of words in the comments produced (e.g., Jin 
et al., 2022; Patchan et al., 2018). Sometimes this more granular mea-
sure is integrated with frequency, such as in the total number of words 
produced across comments (Zong et al., 2021b). Since the relationship of 
comment length to comment quality is unlikely to be linear (e.g., very 
long comments could be confusing; very brief comments could be 
worthless), some researchers have counted the number of low-quality 
comments, defined as comments having fewer than ten words, and the 
number of high-quality comments, defined as comments having more 
than 50 words (Patchan et al., 2018; Zong et al., 2021a, 2022a). These 
specific thresholds were validated on the basis of correlations with 
student ratings of comment helpfulness (Zong et al., 2021a). 

In this paper, we focus on the number of long comments (i.e., the 
number of comments with more than 50 words) because it integrates both 
the frequency and length dimensions and addresses concerns about non- 
linear relationships to comment quality. Further, it is predictive of student 
learning; that is, producing more long comments defined in this way is a 
robust predictor of task improvements by the reviewer in future assign-
ments (Zong et al., 2021a; Jin et al., 2022). It has also been found to be 
sensitive to differences in the task-reviewing environment (Patchan et al., 
2018). In addition, it has previously been found to increase and decrease 
as a function of prior experiences with peer feedback (Zong et al., 2022a). 
Finally, Zong et al. (2022b) found this measure had good reliability 
(Cronbach’s alpha 0.89), with higher reliability than a measure based 
upon the percentage of long comments produced. 

1.1.2. Comment accuracy 
Researchers have approached comment accuracy from a wide variety 

of perspectives: expert coding of comment potential impact (Wu & 
Schunn, 2021a), expert coding of the number of errors detected (Van 
Steendam et al., 2010), expert coding of number of meaningful com-
ments (Cui et al., 2021; Kobayashi, 2020), expert coding of student 
comments on the helpfulness of their received comments (Nelson & 
Schunn, 2009; Wu & Schunn, 2020), and student ratings about the 
helpfulness of the comments (Patchan et al., 2018; Zong et al., 2021a). 

The last approach is especially viable at scale when applied to data 
collected using the various systems that require students to provide such 
ratings are part of the review process, as in the current study context. A 
number of studies have looked at students’ helpfulness ratings to find 
what comment features are associated with helpfulness ratings (e.g., 
Yallop & Leijen, 2018). One study focused on helpfulness at the stu-
dents’ level and showed that changes (both increases and decreases) in 
comment helpfulness from one assignment to the next could be pre-
dicted by the number and length of feedback provided in the prior 
assignment (Zong et al., 2021b). 

1.1.3. Rating accuracy 
Rating accuracy has been examined in terms of measures based upon 

intra-rater reliability, expert-student comparisons, and inter-rater reli-
ability (Cho et al., 2006; Jonsson & Svingby, 2007; Suen, 2014; Van-
derhoven et al., 2015). Intra-rater reliability represents the consistency 
of using a rating system within one peer reviewer from assignment to 
assignment (Kayapinar, 2014; Sherrard et al., 1994; Xiong & Schunn, 
2021); for example, do students become more or less lenient over time? 
However, intra-rater reliability might not be a major concern when re-
viewers are supported by a rubric (Jonsson & Svingby, 2007). Expert- 
student comparisons are often used to assess the validity of student 
ratings (Falchikov & Goldfinch 2000; Rushton et al., 1993; Stefani, 
1994), and several meta-analyses have found moderately-sized average 
correlation coefficients between peer ratings and expert scores (0.69 for 
Falchikov & Goldfinch, 2000; 0.63 for the meta-analysis by Li et al., 
2016; 0.47 for Panadero et al., 2013). However, expert evaluations are 
often not available, particularly in larger datasets. 

Inter-rater reliability represents the agreement among different re-
viewers on the same document (Cho et al., 2006; Suen, 2014). Since 
inter-rater reliability is a strong correlate of variations in the validity of 
student scores (Xiong & Schunn, 2021) and it is always possible to 
calculate, we focus on inter-rater reliability. Inter-rater reliability 
values, defined as rating consistency, typically range from 0.3 to 0.6 
(Cho et al., 2006; Paré & Joordens, 2008; Zhang et al., 2020). This 
variation in inter-reliability has been found to be influenced by students’ 
prior experiences. For example, adding a comment accountability 
feature (asking students to report the helpfulness they received from 
their peers) increased students’ inter-rater reliability (Paré & Joordens, 
2008; Patchan et al., 2018). The widely used CPR (Calibrated Peer Re-
view) system was specifically developed to provide students with initial 
practice with feedback on a rubric to improve students’ inter-rater 
reliability, defined as absolute deviations, and there have been some 
reports that it was successful in this regard (Carlson & Berry, 2008). We 
focus on agreement measures (i.e., deviations among raters in rating 
each document) because consistency measures (i.e., correlations across 
raters in the relative ratings of documents) require more ratings than an 
individual will typically produce. 

1.1.4. Selected review quality measures 
In sum, we will examine review quality at the reviewer level in terms 

of three constructs: comment amount (i.e., number of provided long 
comments), comment accuracy (i.e., helpfulness of comments), and 
rating accuracy (i.e., rating agreement). And the first part of our study 
investigates the stability and separability of the three constructs as the 
reviewer level, alongside the reliability of the measures. With these 
properties established, it becomes possible to study how reviewers self- 
regulate these characteristics, the second part of our study. 

1.2. Self-regulation of feedback quality 

More broadly, self-regulated learning (SRL) has seen significant ad-
vancements since the 1970s, conceptualizing self-regulated learners as 
active participants in their own cognitive and metacognitive processes, 
which includes planning, goal setting, and the use of task-related stra-
tegies and self-explanation to achieve their learning objectives (Schunk 
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& Greene, 2017; Zimmerman, 1989). Numerous theoretical perspectives 
on self-regulated learning have emerged with perspectives ranging from 
cognitive-developmental (Thoresen & Mahoney, 1974), to meta-
cognitive and cognitive (Zimmerman & Schunk, 2011), and to social and 
motivational (Schunk, 2012). Despite their differences, these perspec-
tives share common features, such as viewing SRL as a dynamic and 
cyclical process that comprises feedback loops, with self-regulated 
learners setting goals and metacognitively monitoring their progress 
toward them (Lord et al., 2010). Further, self-regulated learning is 
thought to respond to information obtained through monitoring and 
external feedback in ways they believe will help them achieve their 
goals, such as by working harder or altering their strategies. Prior per-
formance and experience have been found to be critical for helping 
students shift towards more productive SRL behaviors in the next 
learning cycles (Raković et al., 2022; Zhang et al., 2022). 

From a lens of self-regulated learning, during peer review, students 
go through the steps of observing peers’ work, providing feedback, 
reading peers’ comments, and reflecting on their own document, each of 
which provides opportunities for feedback on and practice with peer 
review (Zong et al., 2021b). As noted above, such feedback-practice 
loops are a critical part of SRL. To further the mapping between SRL 
and peer feedback, some SRL theories have framed students as adapting 
through multiple levels of experiences or training (e.g., Zimmerman, 
2013), all of which are present in peer feedback: by self-control through 
practice and by emulation based upon social feedback as a reviewer, by 
observation from others’ modeling as a reviewer and reviewee, and by 
self-regulation through relative performance feedback both as a 
reviewer and reviewee. We argue that these experiences during peer 
review contain aspects that map onto each of these four conceptual 
sources of self-regulation and, therefore could shape changes in peer 
review quality as a kind of self-regulation process through cognitive and 
metacognitive processes applied these sometimes complex sources of 
information (see Fig. 1). Note that this self-regulation process can pro-
duce both increases and decreases in review quality. For example, in-
formation derived from observation or social feedback can be 
interpreted by students to suggest that lower feedback quality is ex-
pected in this context. 

1.2.1. Practice 
Practice is perhaps the most common self-regulation method, and 

practice that focuses on higher-quality behaviors with higher cognitive 
engagement is likely to produce more improvement (Fredricks et al., 
2004). In the context of peer review, Baars et al. (2020) and Zhu and 
Carless (2018) argued that providing long comments benefits reviewers 
because longer comments imply the reviewer is more cognitively 
engaged. Providing more long comments has been associated with im-
provements in task performance (Zong et al. 2021a) and changes in the 
helpfulness of reviews (Zong et al., 2021b). Thus, it is reasonable to infer 
that providing more long comments in one assignment should be asso-
ciated with increases in various aspects of feedback quality in the next 
assignment. 

1.2.2. Feedback 
Feedback is widely viewed as useful for learning and self-regulation 

(Van der Kleij et al., 2015), and a recent meta-analysis found a moderate 
positive effect of self-regulation feedback on metacognitive and resource 
management strategies as well as on motivation (Theobald, 2021; 0.26 
< g < 0.34). Feedback on review quality is, therefore, likely to influence 
review quality. A number of peer reviewing techniques include some 
back evaluation component, defined as “the feedback that an assessee 
provides to an assessor about the quality of the review” (Luxton-Reilly, 
2009, p. 226). It could take the form of recognizing particularly helpful 
comments and rating accuracy (Patchan et al., 2018; Zong et al., 2022a). 
That is, providing reviewers with information about how helpful their 
peers found their comments and providing information about their 
rating accuracy are the two common forms of feedback on review 
quality. Such feedback on review quality is likely to influence feedback 
quality because they lead students to reflect on their review quality 
(Misiejuk & Wasson, 2021). Producing reviews that receive higher 
helpfulness ratings from comment recipients has also been associated 
with growth in task performance (Zong et al., 2021b). But it is unclear 
whether recognition for providing helpful comments would lead to 
providing more long comments and accurate ratings indirectly through 
improvements in underlying task performance. Several systems provide 
information on rating accuracy to students (e.g., Peerceptiv, 

Fig. 1. Seven specific experiences with peer feedback (in italics) involving both reviewer and reviewee experiences (noted in parentheses) that can be organized into 
four conceptual sources (bold black font). Cognitive and metacognitive processes are applied to this information in a cylical process, resulting in the self-regulation of 
review quality. 
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MobiusSLIP, CPR, Kritik), presumably because providing such feedback 
information improves rating accuracy. However, this assumption, 
though plausible, has not been directly assessed. Further, it is unclear 
whether providing reviewers with information on their rating accuracy 
will also lead to growth in the amount of commenting and higher 
comment accuracy; but if it does occur, it theoretically should be a 
positive relationship (i.e., positive feedback should produce increases in 
comment amount and comment accuracy). 

1.2.3. Others’ models 
Often called modeling in the research literature, simply observing 

outputs from others can shape students’ behavior by providing 
descriptive information (e.g., learning about new strategies for 
completing a task; Bandura et al., 1966) and normative information (i.e., 
learning what behaviors are expected; Press & Dyson, 2012; Stewart & 
Plotkin, 2013). In peer review, the peer feedback students receive in 
prior assignments can serve as a model for how reviews should be pro-
vided in future assignments. Receiving more comments has been asso-
ciated with later providing more comments, and receiving fewer 
comments has been associated with later providing fewer comments 
(Zong et al., 2022a). Similar patterns were observed for the helpfulness 
of received comments and the helpfulness of later provided comments 
(Zong et al., 2022b). At the same time, there is the potential for negative 
motivational effects: receiving more comments, especially if they tend to 
be critical, may demotivate students and they may then provide lower 
quality feedback in the next assignment. Further, it is unclear whether 
receiving more (or less) accurate ratings would lead to providing more 
(or less) accurate ratings. 

1.2.4. Relative performance 
Information about one’s own overall performance level in a domain, 

especially in comparison to others’ performance, can have substantial 
effects on increasing or decreasing motivation (Margolis & McCabe, 
2006). In peer review, students receive this information through the 
contrast in quality they observe between their own documents and those 
of their assessees. Many studies have examined whether students are 
better off in terms of task learning from receiving or providing feedback 
to students who are at similar, lower, or higher performance levels 
(Alqassab et al., 2018; Dmoshinskaia et al., 2021b, 2022; Tsivitanidou 
et al., 2018). No prior studies have examined whether reviewing quality, 
in particular, is influenced by this relative contrast. However, given the 
broad motivational impacts of relative performance information, 
particularly for self-efficacy (Pajares, 2003), and the role of self-efficacy 
in being willing to provide substantial feedback, it is reasonable to hy-
pothesize that relative performance information (own document quality 
vs. assessed document quality) will impact future review quality. 

1.3. The present study 

Based on the literature on peer review quality, we investigated two 
major questions regarding: 1) the existence of separate constructs of 
review quality at the level of reviewers within the assignment; and 2) 
what self-regulation information sources (i.e., experiences with peer 

feedback) are positively or negatively associated with subsequent 
changes over time in each construct of review quality. The experience 
with peer feedback specifically means what students experienced in 
their immediately prior assignment. The study uses a large peer review 
dataset involving naturally collected data from the same large enroll-
ment biology course, which includes four peer review assignments each 
semester across three semesters. In particular, the study tests eight 
specific hypotheses associated with the two main research questions: 

RQ1: Are the three examined feedback quality constructs meaning-
fully conceptualized at the level of reviewers within an assignment? 

H1: Comment amount, comment accuracy, and rating accuracy can 
be reliably measured at the reviewer level within an assignment. 

H2: Comment amount, comment accuracy, and rating accuracy are 
each semi-stable dimensions of review quality (i.e., meaningful reviewer 
characteristics). 

H3: Comment amount, comment accuracy, and rating accuracy are 
separable constructs of review quality. 

RQ2: Are the four self-regulation information sources positively or 
negatively associated with changes in the three constructs of feedback 
quality? 

H4: Practice comment amount (number of long comments provided 
in the prior assignment) should be positively associated with changes in 
review quality (both comments and rating accuracy). 

H5a: Feedback on comment accuracy (helpfulness ratings provided in 
the prior assignment) should be positively associated with changes in 
review quality (number of long comments and rating accuracy). 

H5b: Feedback on rating accuracy (level of accuracy provided in the 
prior assignment) should be positively associated with changes in 
feedback quality (number of long comments and comments accuracy). 

H6: Other students’ models of review quality (received long com-
ments, received helpfulness ratings, received rating accuracy in the prior 
assignment) may be positively or negatively associated with changes in 
review quality (number of long comments, comments accuracy, and 
rating accuracy). 

H7: Relative performance (the percentage of reviewed documents in 
the prior assignment that were stronger documents than the document 
the reviewer produced at the previous assignment) may be positively or 
negatively associated with changes in review quality (number of long 
comments, comments accuracy, rating accuracy). 

Note that the specific hypotheses in RQ2 explore the role of available 
experience measures within each of the four types of self-regulation 
information on the three focal constructs of feedback quality but 
exclude the cases in which the prior experience measure is also the 
baseline feedback quality measure. For example, practice (prior 
comment amount) can only be explored as influencing comments and 
rating accuracy, but not for testing the relationship with the comment 
amount itself. 

2. Methods 

2.1. Participants and context 

Participants were 2,092 undergraduate students attending a large 
public research university on the west coast of the US. The students were 
enrolled in one of three offerings of the same upper-level Biology course 
for biology majors taught by the same instructor in 2015, 2016, and 
2018. This upper-level required course for biology majors aimed to 
develop students’ scientific writing in biology, which included devel-
oping a better understanding of scientific articles and general commu-
nication of biological research to other audiences. Across the different 
offerings, variations of assignments were implemented, sometimes 
analyzed different kinds of published papers were, and sometimes stu-
dents practiced different sections of a research paper (e.g., methods, 
results, discussion). These offerings of the course were selected because 
they all used the same general peer feedback tool (Peerceptiv) and 
general approach (i.e., individual rather than group-submitted 

Table 1 
For each year of the course, # of participating students self-reported mean age, 
% female, and % reporting each race/ethnicity among those who reported 
demographics.  

Course 
Year 

N Mean 
age 

% 
Female 

Race/Ethnicity 

% 
Asian 

% 
Black 

% 
Latinx 

% 
White 

2015 696  21.0 45% 88% 0% 7% 5% 
2016 689  20.5 43% 68% 1% 15% 16% 
2018 767  – – – – – – 

Note. - = not recorded. 
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assignments) and included enough data (students and assignments) in 
each offering to conduct multiple regression within an assignment. Yet, 
the replication and generality of findings across different assignment 
structures could be tested. The data has not been analyzed for peer re-
view quality before. 

Table 1 shows the self-reported demographic details of students 
across the three offerings of the Biology course; 40% of students re-
ported demographic details for 2015 and 2016. After 2017, accounts 
were automatically created in the peer review system through a direct 
connection with the learning management system, so students no longer 
provided demographic information at account setup. Based upon uni-
versity demographic trends, it is likely that the demographics in 2018 
closely mirrored demographics from the prior years. The high propor-
tion of students reporting Asian race/ethnicity reflects a combination of 
the higher proportions of Asian students in that region in the US 
attending selective universities and choosing to major in a health-related 
STEM discipline. 

2.2. Materials 

All students were required to submit assignments and complete peer 
reviews through Peerceptiv, which has been widely used in university 
contexts across disciplines around the world for online peer review (htt 
ps://peerceptiv.com; Schunn, 2016). First, students submitted their 

documents for peer review under a pseudonym. Then, students anony-
mously assessed four randomly-assigned peers’ documents using 
instructor-provided rubrics (see Fig. A1) that directed students to focus 
on specific aspects of the assignment (e.g., strengths, weaknesses, and 
organization) while viewing the submitted document. Students also had 
to submit at least one comment per reviewing dimension, but no mini-
mum or maximum comment length was required. Interleaved with 
comments, students also needed to provide peer assessment on 1-to-7 
scales specific to each reviewing dimension (and potentially multiple 
ratings per dimension). 

At the end of the reviewing period (typically one week), authors 
needed to rate the helpfulness of each of their received comments on a 1- 
to-5 scale (called back-evaluations) and include an optional explanation 
for their rating. Reviewers could then see the back-evaluations of their 
provided comments received alongside back-evaluations given to com-
ments provided by other reviewers on that same document (see Fig. A2). 
These back-evaluation ratings served as the basis for one measure of 
comment quality but also acted as an incentive system to encourage 
reviewers to provide critical and constructive comments in their re-
views. In addition, after the rating phase, reviewers could view their 
rating accuracy (via a supporting graph that shows the ratings they 
provided against the means others provided). Thus, helpfulness and 
rating accuracy are characteristics of the reviewer for which the 
reviewer receives feedback within the system on each assignment. The 
procedure for one class is shown in Fig. 2. 

2.3. Measures 

All measures were derived from data automatically collected within 
the online system (see Table 2 for an overview of all the measures, 
associated variable names, and their definitions). The Human Research 
Protection Office approved research conducted on this anonymized data 
at University of Pittsburgh. The data were organized to enable separate 
multiple regression analyses for each assignment in each course offering, 
and then meta-regression was used to calculate mean effect sizes; this 
analytic approach is more robust than the previously-used approach of 
applying multiple regression to the entire course or multiple courses 
with a linear predictor variable for assignment number and dummy 
codes for courses (e.g., Zong et al., 2021a), since meta-regression applied 
at the assignment level allows for the possibility of different regression 
patterns in different assignments. Further meta-analysis provides formal 
measures of variability in effects across assignments and course offerings 
in the form of heterogeneity estimates, separating variability due to 
uncertainty in estimates from meaningful variation across contexts. 

The outcome variables were three review quality measures (two 
involving comment quality and one involving rating quality) on the Jth 

assignment. The combination of the likely influence of the reviewed 
document and the small number of reviewed documents by each 
reviewer will likely limit the observed reliability that is found; that is, 
relatively modest reliability values are likely to occur. It is important to 
note that standards for what are acceptable levels of measure reliability 
depend both upon the purposes of measurement and the challenges of 
the context. For example, measures that are intended to support 
important decisions about an individual, such as career or educational 
placements, should have very high reliability. By contrast, measures 
only used for research purposes can have lower levels of reliability, and 
their acceptability can depend upon the amount of data available. For 
example, large national survey studies often have measures based upon 
single items to enable sampling more constructs while still having high 
response rates (i.e., avoiding painfully long surveys). The increase in 
measurement noise is acceptable because of the statistical power affor-
ded by the sample size. Similarly, the challenges of the context also 
influence standards. For example, a number of neurophysiological 
measures, like those using fMRI and ERP are very indirect and require 
aggregations of many thousands of data points to overcome the inherent 
noise of the measurement and yet are widely accepted forms of research 

Fig. 2. The peer assessment process within each course offering.  

Table 2 
The specific measures for each construct and their definitions.  

Construct Measure Definition 

Assignment number J The sequence of assignments within a 
course (from 1 to 4) 

%Higher reviewed 
documents 

%HigherJ Percentage of reviewed documents that 
were of higher quality than own 
document. 

Characteristics of feedback and ratings provided by a given student on the Jth 

assignment 
# of long comments Provided 

#LongJ 

The number of long provided comments 
(#words > 50). 

Helpfulness of 
comments 

Provided 
HelpfulnessJ 

The mean helpfulness rating for provided 
comments. 

Accuracy of ratings 
with others 

Provided 
AccuracyJ 

The mean accuracy with the average 
rating given by other reviewers for the 
provided ratings. 

Characteristics of feedback and ratings received by a given student on the Jth 

assignment 
# of long comments Received 

#LongJ 

The number of received comments that 
were long (#words > 50). 

Helpfulness of 
comments 

Received 
HelpfulnessJ 

The mean helpfulness rating for received 
comments. 

Accuracy of ratings 
with others 

Received 
AccuracyJ 

The mean accuracy across reviewers for 
the received ratings.  
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(Seghier et al., 2019). By contrast, survey research expects a reliability 
of 0.8 for survey instruments (Hair et al., 2010), and knowledge 
assessment research expects reliability of 0.7 (Peters et al., 2012). In 
peer review research, measure reliabilities are rarely above 0.7 (Jonsson 
& Svingby, 2007; Van Zundert et al., 2010; Popken, 2020), and some-
times reliabilities are considered poor only if they are below 0.4 (Zhang 
et al., 2020). 

The same measure on the prior assignment was used as a baseline 
within a time-series analysis for the regression models examining 
changes in these review quality outcome variables. Key potential pre-
dictors of growth involved various experiences in the prior (i.e., J-1) 
assignment (e.g., how much feedback was provided or received). Only 
the prior assignment was considered because including greater lags 
significantly reduces the total amount of data when there are only four 
assignments. In addition, prior work established a close relationship 
with experiences on the J-1 assignment but not with the J-2 or J-3 
assignment (Zong et al., 2021a). Since the 1st assignment in a course had 
no prior experience data, this approach produced nine datasets (3 as-
signments × 3 courses). 

%Higher reviewed documents. The variable reflects the percentage of 
reviewed documents that were of higher quality than the reviewer’s own 
document for that assignment. The randomly assigned documents to 
review are often of varied quality, but by-chance or because the 
reviewer is relatively low or relatively high in performance, a given 
reviewer for a given assignment might have received documents that 
were primarily of higher quality than their own document or primarily 
of lower quality than their own document. The overall quality of doc-
uments (own and others) was calculated using the mean of all ratings 
received for each document. The mean rubric-based ratings across 
multiple peers tend to have high reliability and good validity for peer 
feedback in general (Li et al., 2016) and for Peerceptiv in particular 
(Patchan et al., 2018; Wu & Schunn, 2021a). Further, the effect of this 
variable is conceptualized in motivational terms. Thus the relative 
quality difference as perceived by students is more relevant than the 
relative quality difference as perceived by the instructor or experts. 

# Long provided and received. The Peerceptiv interface has no 
required minimum or maximum length for the open-ended peer feed-
back comments. Thus, students can provide comments consisting of a 
single word or several paragraphs in the textbox. Prior research on peer 
feedback (e.g., Nelson & Schunn, 2009; Wu & Schunn, 2020) has found 
that compared to short comments, long comments can provide more 
useful information to the authors, such as pointing out the problems, 
explaining why it is important, giving an example, evaluating the 
quality, and giving the useful suggestions. Based upon previous 
research, we defined long comments as those having at least 50 words. 
Compared to other possible threshold values, this particular threshold is 
the better predictor of what authors consider to be helpful comments 
(Zong et al., 2022b) and it also results in a good predictor of student 
learning from provided comments (Zong et al., 2021b). We calculated 
the number of long comments across all reviews received by a student 
for assignment J (Received #LongJ) or all the reviews provided by a 
student for assignment J (Provided #LongJ). 

Helpfulness of comments provided and received. As described in the 
materials section, students were required to judge the helpfulness of the 
comments they received on a 1-to-5 Likert scale, and these judgments 
are typically based upon understandability and agreement (Nelson & 
Schunn, 2009). In the two examples shown below, backevaluation 
comment 1 justified giving a helpfulness rating of 5, whereas back-
evaluation comment 2 justified giving a helpfulness rating of 1. 

Backevaluation comment 1: You’re right, I hadn’t considered if adding 
that statement would result in an unscientific tone. I just wrote it in that 
manner to demonstrate the problem at hand without really thinking of 
professionalism. 

Backevaluation comment 2: While I appreciate the positive rein-
forcement, this critique does not tell me how to improve and is very 
vague. No detail is really present. 

We calculated the mean helpfulness across all comment dimensions 
and reviews received by a student for assignment J (Received Help-
fulnessJ) or all the reviews provided by a student for assignment J 
(Provided HelpfulnessJ). 

Accuracy of ratings provided and received. In the peer assessment ru-
brics, students were required to rate the document’s quality using 1-to-7 
scales for each dimension. We first calculated an overall score for a 
document by a reviewer (i.e., the mean of the ratings across di-
mensions). And each document was given an overall score based upon 
the mean score across reviewers. Then we normalized all scores based 
upon raw ratings (overall document score and reviewer assessment of a 
document) to have a mean of 85 and standard of 10, which corresponded 
to the grade curving scheme in the course. After that, we used the ab-
solute value of the difference between the document grade and the re-
viewer’s normalized rating score as the disagreement score. After 
observing the range of observed disagreement scores, accuracy scores 
were computed as 15 (the highest score) minus the disagreement score 
(i.e., theoretical max of 15 and min 0, with 15 representing no 
disagreement). We finally calculated mean accuracy across all reviews 
received by a student for assignment J (Received AccuracyJ) or all the 
reviews provided by a student for assignment J (Provided AccuracyJ). 
Pilot work explored an alternative method to calculating rating accu-
racy: the correlation between the student’s provided ratings and the 
mean ratings provided by other students on those same documents and 
rating rubrics. This approach is directly implemented in Peerceptiv, and 
it is similar to consistency, rather than agreement, type of interclass 
correlation (McGraw & Wong, 1996). However, pilot regression ana-
lyses using the consistency measure showed lower temporal stability and 
inconsistent/weak predictors of growth. Therefore, the agreement 
rather than the consistency approach to measuring rating accuracy is 
used in the reported analyses. 

2.4. Analysis 

All analyses were conducted in R. To test the three hypotheses 
associated with RQ1, intra-class, and inter-class correlations were 
calculated within each assignment and then meta-correlation analyses 
were conducted using the “meta” package in R to determine the average 
correlation magnitude and its statistical significance. To test the five 
hypotheses associated with RQ2, multiple regressions were imple-
mented for each assignment, and then meta-regression was applied using 
the “metafor” package in R to calculate average regression coefficients 
and their statistical significance. Meta-regression, rather than multi- 
level modeling, is also suitable for multilevel data, and it is especially 
useful when the same data collection methodology is used across distinct 
sites, but a different pattern of results is seen in different sites (Benton, 
2014; Pastor & Lazowski, 2018). Significant heterogeneity was expected 
because meta-analyses of the effects of peer review on various outcomes 
always find large heterogeneity of effects (Falchikov & Goldfinch, 2000; 
Huisman et al., 2019; Li et al., 2016; Li et al., 2020; Panadero et al., 
2013). 

For each correlation coefficient or predictor beta weight, the meta- 
correlations / meta-regressions provided a mean, p-value, and 95% 
confidence interval. Before conducting each correlation and multiple 
regression, outliers in each continuous predictor were replaced with the 
closest non-outlier value because this approach conservatively mitigates 
the influence of abnormally large (or small) measurements on the 
normalized distance (Costa, 2014; Van Selst & Jolicoeur, 1994). In 
addition, data were treated as missing and deleted on purpose (for at 
most 8% of data): 1) when students failed to submit a document in the 
prior assignment, the received review quality measures were treated as 
missing; and 2) when students failed to complete any reviews, the pro-
vided review quality measures were treated as missing. In the time- 
lagged regressions, a student was excluded if they were missing either 
a predictor or an outcome (the received/provided review quality mea-
sures were missing). This listwise deletion approach left most of the data 
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intact. Moreover, since students who missed one task or review tended 
to miss multiple measures, imputation methods were deemed unlikely to 
provide substantial improvements to the analysis. 

For the purposes of examining the reliability of each outcome mea-
sure (H1), scores on each measure were re-calculated at the level of an 
individual review (rather than at the level of all reviews provided), and 
we calculated intra-class correlation coefficient as the measure of reli-
ability based upon the first four reviews, the minimum number of re-
views that each student provided. Formally within the McGraw and 
Wong (1996) framework, this was the ICC(C, k), consistency-type reli-
ability of the aggregate measure of k ratings, similar to a Cronbach’s 
alpha, but using a one-way random model because different reviewers 
rated different documents. The reliability of each measure was calcu-
lated for each assignment in each course, and then meta-correlation was 
used to calculate the mean ICC and 95% CI for each measure. Given that 
the goal was to test whether measures were sufficiently reliable for 
quantitative analysis in large datasets, minimum acceptable reliability 
was set at 0.4, and strong reliability was set at 0.7. 

To address H2 and H3 in Research Question 1, we examine the time- 
lagged correlations (H2) within the three review quality measures and 
the correlations among the three measures of review quality (H3). 
Again, meta-correlation was used to calculate each mean correlation and 
95% CI across courses and assignments. A feedback quality measure was 
considered semi-stable (H2) if the mean time-lagged correlation of that 
measure was within the range of 0.2 to 0.8. A feedback quality measure 
was considered separable (H3) if no mean correlation with another 
feedback quality measure was above 0.8. 

To test H4–H7 within Research Question 2, we use multiple re-
gressions involving time-lagged models, with the three review quality 
measures (Provided #Long, Provided Helpfulness, Provided Accuracy) on 
assignment J being predicted by %Higher, Provided #Long, Provided 
Helpfulness, Provided Accuracy, Received #Long, Received Helpfulness, and 
Received Accuracy for assignment J-1. The outcome variable Provided 
#LongJ is a count variable, which tends to have a strong positive skew. In 
such situations, Poisson regression or Negative Binomial regression is 
preferred over linear regression (Grogger & Carson, 1991). In addition, 
count variables can occasionally have an excess number of zeros, which 
can be addressed using zero-inflation models, which split the regression 
into two components: predicting zero and then predicting the number for 
non-zero cases. The AICs (Akaike Information Criterion) showed better 
fits for Zero-Inflated Negative Binomial regression, and therefore this 
approach is reported here, implemented using the zerofinl command in 
the “pscl” package in R. The other two dependent variables (Provided 
Helpfulness, Provided Accuracy) were continuous variable with roughly 
normal distributions in each assignment, and therefore we used linear 
regression models. Meta-regression was used to calculate estimated 
means for each predictor’s beta weight. Note that predictors and outcome 
measures were standardized in the analyses to allow for a direct com-
parison of effect sizes. Violin box plot for each variable across assignments 
in each of the three courses are presented in Appendix Table A2. 

3. Results 

3.1. Are the three examined feedback quality constructs meaningfully 
conceptualized at the level of reviewers within an assignment? 

3.1.1. H1: Reliability 
Focusing on the reliability of each feedback quality measure, the 

meta-correlation analyses revealed that all three feedback quality mea-
sures met the minimum reliability threshold (0.4), and one measure 
showed strong reliability: #Long 0.89, 95%CI [0.84; 0.92], Helpfulness, 
0.53, 95%CI [0.49; 0.57], and Accuracy, 0.48, 95%CI [0.44; 0.51]). 
Appendix Table A1 shows the intra-class correlation coefficients for each 
feedback quality measure in every assignment; there was no general 
pattern across courses or assignments when reliability tended to be 
higher. It is important to note that in the context of peer review, mea-
sures reliabilities are rarely above 0.7 and sometimes above 0.4 is taken 
as acceptable in studies involving large datasets (e.g., Jonsson & 
Svingby, 2007; Zhang et al., 2020). The primary cause of lower reli-
ability of reviewing quality measures as reliability is typically measured 
(i.e., consistency across reviews) is that reviewing behaviors are jointly 
influenced by reviewer characteristics and document characteristics. 
Thus, with the contextual expectations regarding measure reliability, 
Hypothesis 1 is strongly supported for comment length and moderately 
supported for comment helpfulness and rating accuracy. 

3.1.2. H2: Semi-stable 
The gray cells in Table 3 show the mean estimated lag-1 correlations 

for each predictor and outcome variable. The temporal stability of the 
feedback quality measures directly relevant to H2, is shown in the bot-
tom right. The two measures of comment quality are moderately stable 
from one assignment to the next (#Long 95%CI [0.65, 0.71] and Help-
fulness 95%CI [0.37, 0.47]), whereas the measure of rating quality (ac-
curacy 95%CI [0.18, 0.27]) has more modest temporal stability. All 
three measures fell within the required range to be considered semi- 
stable. It is possible that the much higher stability of the comment 
length variable was partially due to the higher reliability of that mea-
sure. However, it is interesting that rating accuracy was substantially 
less stable than comment helpfulness even though they had similar 
measure reliability. 

3.1.3. H3: Separable 
The off-diagonal values in the lower right area of Table 3 shows that 

the number of long comments and comment helpfulness were moder-
ately correlated with one another (95%CI [0.46, 0.58]) but that the 
correlations of comment quality with rating quality were very small: 
#Long 95%CI [-0.05, 0.05] and Helpfulness 95%CI [0.08, 0.15]. All of 
these correlation values were sufficiently small to support Hypothesis 3; 
the three review quality dimensions were separable. 

Table 3 
Meta-correlation estimates across courses and assignments of mean correlations among predictors (upper), outcomes (lower right), and between predictor and out-
comes (bottom left). Grey cells represent the lag-1 stability of each variable. Bold values are those whose absolute value is greater than 0.15.   

1 2 3 4 5 6 7 8 9 10 

1 %HigherJ-1  0.28***          
2 Provided #LongJ-1  ¡0.25***  0.68***         
3 Provided HelpfulnessJ-1  ¡0.19***  0.53***  0.42***        
4 Provided AccuracyJ-1  0.08***  − 0.02  0.10***  0.22***       
5 Received #LongJ-1  0.09***  − 0.01  − 0.03  0.01  0.03      
6 Received HelpfulnessJ-1  − 0.07***  − 0.07***  0.04*  0.08***  0.11***  0.49***     
7 Received AccuracyJ-1  ¡0.41***  0.10***  0.09***  0.02  − 0.05*  0.09***  0.09***    
8 Provided #LongJ  ¡0.21***  0.68***  0.42***  − 0.005  − 0.001  − 0.06***  0.09***  0.68***   
9 Provided HelpfulnessJ  ¡0.18**  0.43***  0.42***  0.06**  0.003  0.04**  0.10***  0.52***  0.42***  
10 Provided AccuracyJ  − 0.01  0.01  0.07**  0.22***  − 0.0003  0.06***  0.04*  − 0.002  0.11***  0.22*** 

Notes. *=p <.05, *=p <.01, ***=p <.001. 
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3.2. Are the four self-regulation information sources positively or 
negatively associated with changes of the three constructs of feedback 
quality? 

Table 3 also contains important information related to Research 
Question 2 (Hypotheses 4–7). In the lower left of the table are the mean 
correlations of each of the predictors with each of the three outcome 
variables. Future comment quality is significantly associated with all of 
the aspects of prior provided comment quality at moderate-to- 
substantial levels and with received comment quality at much smaller 
levels. Future rating quality is mildly associated with one aspect of prior 
provided comment quality and two aspects of received review quality. 

Since each review quality outcome had significant correlations with 
multiple predictors and all of the predictors were significantly correlated 
with multiple other predictors (see the upper part of Table 3), multiple 
regression was needed to tease apart the unique relationship of each 
predictor with future review quality. Conveniently, most of the mean 
correlations among the predictors were small to medium (none greater 
than 0.53), and therefore multicollinearity problems were not expected. 
Indeed, an examination of variance inflation factors (VIFs) confirmed 
that there were no multicollinearity problems (VIFs < 2 for every 
assignment-specific regression). In addition, to examine predictors of 
change in each dimension of review quality, the multiple regressions 
needed to control for prior review quality in the time-series analysis. 
Since the lag-1 correlations (gray cells) for the review quality variables 
were between 0.2 and 0.7, at least half of the variance in the variables 
could be conceptualized as changes in reviewing quality from one 
assignment to the next that could be explained by prior experiences. 

Table 4 presents the full meta-regression results for every predictor, 
including mean and 95% CI of the estimated standardized effect and the 
size and statistical significance of between course/assignment hetero-
geneity of the estimated effect. Fig. 3 summarizes the key meta-regres-
sion findings for RQ2: the extent to which each key predictor 
significantly explained the changes in each of the three review quality 
measures. The predictors are organized by the theoretical construct they 
most closely align. The figure also shows that the baseline (lag-1) vari-
ables accounted for a roughly similar amount of variance for all three 
review quality variables, and they were positively significant. This level 
of baseline effect is consistent with a semi-stable characteristic of the 
reviewers that is also influenced by recent experiences. Fig. 4 shows the 
approximate effect size by plotting the marginal means of each measure 
of reviewing quality as a result of having high or low levels of a given 
prior experience (holding all other experiences constant). 

3.2.1. H4. The amount of practice is positively associated with changes in 
feedback quality. 

As shown towards the left side of Fig. 3 and the second row of 
Table 4, Provided #LongJ–1 was a significant predictor of change in 
provided helpfulness, with a large mean estimated effect of 0.29 and a 
95%CI of [0.23, 0.35], providing strong confidence that the mean effect 
is substantial. By contrast, the mean estimated effect for predicting 
change in provided accuracy is only -0.01 with a 95%CI of [-0.04, 0.02], 
providing strong confidence that the mean effect is, at best, very small. 
Thus, the practice effect (H4) is strongly supported for one dimension of 
review quality (helpfulness of comments) and strongly ruled out, at least 
in general, for another dimension of review quality (accuracy of ratings). 
At the same time, Table 4 shows that there is also very large and sta-
tistically strong heterogeneity of both practice relationships across 
courses and assignments, suggesting contextual details are important in 
shaping the amount of learning that is observed from practice experi-
ences. For example, practice effects might be occurring for the accuracy 
of ratings in some assignments. 

3.2.2. H5a: Feedback on comment quality is positively associated with 
changes in feedback quality. 

Moving to the next part of Fig. 3 and the third results row of Table 4, Ta
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receiving more positive feedback on comment quality (Provided Help-
fulnessJ-1) was associated with statistically significant increases that are 
confidently estimated to be small in both comment length (M = 0.08, 
95%CI [0.04, 0.11]) and rating accuracy (M = 0.05, 95%CI [0.01, 
0.09]). Thus, H5a was fully supported, albeit with small effect sizes. 
Interestingly, there was a very large heterogeneity of the effect on length 
but virtually no meaningful heterogeneity of the effect on rating accu-
racy across courses and assignments. 

3.2.3. H5b: Feedback on rating quality is positively associated with changes 
in feedback quality. 

As shown in Fig. 3 and the fourth results row of Table 4, feedback on 
rating quality (Provided accuracyJ-1) appears to have no general rela-
tionship with change in comment length (M = -0.0008, 95%CI [-0.01, 
0.01]), alongside no heterogeneity of effect size across courses and as-
signments; this relationship is ruled out with confidence. By contrast, 
feedback on rating quality was associated with modest growth in 
comment helpfulness (M = 0.04, 95%CI [0.0002,0.08]), with a large 
amount of heterogeneity across courses and assignments. Thus, H5b was 
partially supported, with suggestions that even the supported case is 
moderated by contextual factors. 

3.2.4. H6: Other students’ models of review quality may be positively or 
negatively associated with changes in review quality. 

Fig. 3 and results rows five through seven of Table 4 present the 
relationship of different aspects of other students’ models (#Received 
LongJ-1, Received HelpfulnessJ-1, and Received accuracyJ-1) to changes in 
review quality. Receiving more long comments can be confidently ruled 
out as a generally important driver of changes in review quality: #Pro-
vided LongJ M = 0.01, 95%CI [-0.02, 0.04], Provided HelpfulnessJ M =
0.02, 95%CI [-0.01,0.04], Provided accuracyJ M = -0.01, 95%CI [-0.03, 
0.01]. However, the first two relationships showed significant hetero-
geneity, suggesting there may be some situations in which this aspect of 
models has a small effect. 

By contrast, receiving helpful comments was significantly associated 
with small changes in all aspects of review quality, although negatively 
with #Provided LongJ M = -0.02, 95%CI [-0.04, 0.003], and positively 
with Provided HelpfulnessJ M = 0.05, 95%CI [0.02, 0.07] and Provided 

accuracyJ M = 0.04, 95%CI [0.03, 0.06]. Only the negative relationship 
showed significant contextual heterogeneity. 

Finally, receiving ratings in greater accuracy with one another was 
not significantly associated with any changes in review quality: #Pro-
vided LongJ M = -0.01, 95%CI [-0.02, 0.01], Provided HelpfulnessJ M =
0.02, 95%CI [-0.01, 0.05], Provided accuracyJ M = 0.03, 95%CI [-0.02, 
0.07]. However, there was moderate-to-large heterogeneity in the effect 
sizes across contexts. 

In sum, the comments that students received appeared to matter for 
their own later reviewing behaviors only with respect to the helpfulness 
of received comments. Received comment length and rating accuracy 
did not matter. Thus, H6 received support only with respect to one 
aspect of received feedback, but it was consistent in the support that 
aspect received. 

3.2.5. H7: Relative performance may be positively or negatively associated 
with changes in review quality. 

As predicted, the rightmost part of Fig. 3 and the bottom row of 
Table 4 shows that the relative performance of the reviewed document 
(i.e., reviewing documents of higher quality than one’s own) was asso-
ciated with declines in comment quality (#Provided LongJ M = -0.03, 
95%CI [-0.04, -0.0004], Provided HelpfulnessJ M = -0.05, 95%CI [-0.08, 
-0.03]). However, the effect was small and with a wide estimate in the 
case of Provided accuracyJ M = -0.01, 95%CI [-0.07, 0.05]. Interestingly, 
there was only significant contextual heterogeneity in the case of 
number of long comments. Thus, H7 was supported in two of the three 
possible cases. 

4. Discussion 

The main aim of the present study was to investigate two primary 
research questions: 1) the existence of multiple meaningful measures of 
feedback quality at the level of reviewers within the assignment, and 2) 
what experiences with peer feedback in the prior assignment in the 
course were associated with changes over time in each reviewer-level 
measure of feedback quality. We presented a conceptual framework 
involving five larger dimensions of feedback quality and then focused on 
specific conceptualizations of review quality for investigation, focusing 

Fig. 3. Estimated mean effect size (with 95% confidence intervals) for each predictor of growth in reviewing quality (#Provided Long, Provided Helpfulness, and 
Provided Accuracy). *=p <.05, **=p <.01, ***=p <.001. N/A indicates the cases in which the predictor is the baseline variable. 
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on three that could be efficiently investigated in large datasets like the 
one examined in the current study. We first tested the meaningfulness of 
these conceptualizations and then explored five hypotheses about the 
overall relationship between the students’ prior experience and their 
feedback quality in practice, feedback, other’ modeling and relative 
performance. Table 5 summarizes the findings for each of the seven 
hypotheses. 

4.1. The three constructs are meaningfully conceptualized at the level of 
reviewers within an assignment (RQ 1) 

RQ1 was fully supported for all three constructs for all three sup-
porting hypotheses. In particular, comment amount (# long) showed 
high reliability, and high levels of stability (but not too high), comment 
accuracy (helpfulness) showed moderate levels of reliability and 

Fig. 4. Estimated marginal means as a function of having high or low levels of a given prior experience on A) provided #Long, B) provided helpfulness, and C) 
provided accuracy. 
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moderate levels of stability. Rating accuracy showed moderate levels of 
reliability and low levels of stability. The two comment quality con-
structs were moderately correlated with one another and not at all 
correlated with rating quality. Thus, within the studied contexts, the 
three review quality constructs were meaningful constructs to examine 
in quantitative research on peer review literacy (e.g., of their causes and 
consequences). 

Interestingly, we found a nearly zero correlation between comment 
amount and rating accuracy, raising the question of whether they are 
both part of a larger construct of peer review quality. Part of the issue 
may be the relatively lower reliability of the rating accuracy measure: it 
may be substantially influenced by situational factors like the quality of 
the document being reviewed. However, we also note that other recent 
research has found that student’s own task performance had little 
relationship to the accuracy of ratings (Xiong & Schunn, 2021), no 
relationship at all to being able to accurately detect problems, and only a 
small relationship to being able to offer helpful advice (Wu & Schunn, 
2022). So, reviewing quality might be a domain of relatively separable 
competencies rather than a domain comprising many highly correlated 
skills. 

4.2. The three constructs showed self-regulated changed in response to 
reviewing experiences (RQ2) 

In terms of the RQ2, the results were mixed. At the highest level, 
consistent with broader SRL theory (Zimmerman, 2013), every hy-
pothesis regarding changes in reviewing quality received some support; 
peer review literacy appears to develop through a mixture of learning 
through practice, feedback, observing others’ models, and self- 
regulating via relative performance. With producing feedback concep-
tualized as a kind of writing task, these results are then also consistent 
with other research on the role of SRL in writing (Nückles et al., 2020; 
Teng, & Zhang, 2018). Further, these mechanisms all appear relevant to 
self-regulation of reviewing quality, and all four should continue to be 
explored in future research on different aspects/measures of reviewing 
quality. 

Table 5 
Degree of support for each hypothesis within each research question.  

Hypothesis Supported? 

RQ1: Multiple meaningful measures of feedback quality? 
H1: Reliable Supported 
H2: Semi-stable Supported 
H3: Separable Supported 
RQ2: Are experiences positively or negatively associated with changes in reviewing 

quality? 
H4: Practice (long comments → greater 

helpfulness, greater rating accuracy) 
Partly Supported 
(helpfulness) 

H5a: Feedback on comment accuracy 
(helpfulness feedback → more long 
comments, greater ratings accuracy) 

Supported 

H5b: Feedback on rating accuracy (rating 
accuracy feedback → more long 
comments, greater helpfulness) 

Partly Supported 
(helpfulness) 

H6: Other students’ models (long comments, 
helpfulness, accuracy → more long 
comments, greater helpfulness, greater 
rating accuracy) 

Partly Supported (received 
helpfulness → helpfulness, rating 
accuracy) 

H7: Relative performance (reviewed stronger 
documents → fewer, long comments, lower 
helpfulness, lower rating accuracy). 

Partly Supported 
(long comments, helpfulness)  

Fig. A1. The screenshot of the peer reviewing interface within Peerceptiv at the time of the study. The reviewed document is available on the right and the reviewing 
rubric form is on the left. The rubric is divided into reviewing dimensions, which consists of a comment prompt with open-ended text box and one or more rating 
scales as pull-down menus. 
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Turning to the analyses related to RQ2, first, all three constructs/ 
measures showed moderate effect-sizes for the baseline predictor, indi-
cating that they were not so stable as to be uninfluenceable by recent 
experiences. Second, all three constructs showed some sensitivity to 
some aspects of prior experiences, lending further support to treating 
them as meaningful conceptualizations and measures of reviewing 
quality for investigation in educational research. That is, they appear to 
be capturing aspects of reviewing quality that is subject to self-regulated 

change through experience, which is consistent with previous research 
on SRL (e.g., Raković et al., 2022; Zhang et al., 2022) suggesting that the 
previous experiences and resulting knowledge shape subsequent be-
haviors and strategies. However, only changes in helpfulness showed a 
relationship with all four experience factors. The number of comments 
produced was only associated with two experience factors (feedback and 
relative performance), and rating accuracy was also only associated with 
two experience factors (feedback and models). It could be that these 
aspects of reviewing quality are indeed only more narrowly regulated, 
and more subject to situational factors, or it may be that the specific 
measures did not adequately capture the underlying constructs. 

Although not directly the focus of this study, the specific patterns for 
which experience factors predicted changes in reviewing quality deserve 
some discussion. Eight of the nine statistically significant relationships 
were as predicted. In particular, there was support for: more practice in 
the prior assignment improving comment helpfulness (replicating Zong 
et al., 2021b); feedback on prior feedback quality improving comment 
amount (replicating Zong et al., 2022a), comment helpfulness (repli-
cating Patchan et al., 2018), and rating accuracy (replicating Patchan 
et al., 2018); observing helpful feedback improving comment helpful-
ness (replicating Zong et al., 2022b) and rating accuracy; and having 
relative weaker performance leading to declines in comment amount 
and comment helpfulness. While some of these observed relationships 
were replications of prior findings, a few were novel empirical findings. 

It is also important to acknowledge that half of the tested predictors 
were not found to be statistically significant, most intensely so for the 
relationship with the various aspects of other student’s models (i.e., only 
two of nine tested relationships were statistically significant in the 
predicted direction). The null effects were so clearly clustered around 

Fig. A2. The Peerceptiv interface at the time of the study showing back evaluations (the entry below each received comment) that one reviewer received (2nd 
column) for one reviewing dimension (shown in the first column), alongside comments and back-evaluations for comments by other reviewers of the same document 
(columns 3 through 5). 

Table A1 
The Cronbach alpha values for each outcome variable based upon contributions 
of the variable defined separately on each of the first four completed reviews on 
each assignment.   

Biology2015 Biology2016 Biology2018  

N alpha N alpha N alpha 

Provided #Long       
1st 621  0.602 640  0.919 726  0.910 
2nd 635  0.893 634  0.700 738  0.907 
3rd 653  0.870 634  0.967 742  0.916 
4th 638  0.860 639  0.922 720  0.924 
Provided Helpfulness       
1st 560  0.483 640  0.609 706  0.572 
2nd 535  0.475 491  0.575 542  0.613 
3rd 601  0.440 637  0.563 644  0.560 
4th 576  0.394 520  0.593 666  0.443 
Provided accuracy       
1st 560  0.510 545  0.472 706  0.344 
2nd 545  0.545 490  0.499 542  0.457 
3rd 601  0.466 531  0.500 644  0.433 
4th 576  0.561 520  0.450 426  0.459  
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Table A2 
Violin box plot for each variable across assignments in each of the three courses.   

Provided #Long Provided Helpfulness Provided accuracy 

Fall2015 

Fall2016 

Fall2018 
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other students’ models in general and for received length and received 
accuracy argues against simple noise explanations for the findings 
overall or the null findings, in particular. Instead, length per se, rather 
than it’s correlated variable helpfulness, and received rating accuracy is 
perhaps not very salient to students. Indeed, in this interface, students 
are only required to reflect on the helpfulness of the received feedback 
via the back-evaluation process, and thus they may rarely attend to the 
other dimensions of the received feedback. 

Somewhat surprising in the findings is the unexpected negative 
relationship between received helpfulness and change in the number of 
long comments produced. The effect is small, the smallest of all the 
statistically significant effects, and thus may simply be a spurious 
finding. However, it is possible that receiving especially helpful feed-
back is also taken as an implicit criticism of the student’s relative skills 
or that students not acknowledging received critical feedback as helpful 
are protecting their self-efficacy beliefs. In other case, then, the received 
feedback maybe active in a similar way as the relative performance in-
formation, declining self-efficacy and then leading to reduced engage-
ment in the next assignment (Zong et al., 2021b). However, under this 
explanation, provided helpfulness should also decline with greater 
received helpfulness (as it did for relative performance), and it did not. 
Another possible explanation involves a tradeoff between quality and 
quantity: as students receive more helpful feedback, they may engage 
more deeply in providing longer, more helpful comments in the next 
assignment, but not necessarily as many comments. Further research is 
needed to replicate and investigate this relationship. 

4.3. Limitations and directions for future research 

There are three limitations of the current study that warrant dis-
cussion. First, although we examined two review quality constructs 
within the larger conceptual framework (feedback accuracy and 
amount), we did not examine any measures of the other three main 
review quality constructs (feedback features, content, and impact). 
Further, even within the two main review quality constructs that were 
examined, we did not consider other more specific measures (e.g., 
comment accuracy as measured by experts). Our strategic focus was on 
measures that were more readily applied to larger scale quantitative 
investigations. The same kind of validation methodology could be 
applied in future studies to other measures of review quality, perhaps 
leveraging existing datasets that had already had expensive by-hand 
coding for feedback features and feedback content. NLP could also be 
applied to automatically detect the comment features (e.g., Darvishi 
et al., 2022; Nguyen et al., 2014) or comment content (e.g., Ram-
achandran et al., 2017). 

Second, two of the specific measures that were tested had only 
moderate levels of reliability. The newly proposed measures of rating 
accuracy (based on rating agreement) had higher reliability than 
another measure more commonly used in online peer review systems 
and research (based in rating consistency). However, even higher levels 
of reliability would be desirable. It is possible that factors influencing 
growth over assignments in rating accuracy could be revealed with a 
higher reliability measure. Relatedly, results showed large statistically 
significant heterogeneity in findings across assignments and courses, 
indicating there are important situational factors that are moderating 
the effects. Most saliently, further research will need to investigate 
whether adjusting for situational factors could improve the reliability of 
the accuracy of the ratings and comment amount measures. For 
example, the number of long comments produced by reviewers is likely 
influenced by the documents they reviewed: high-quality documents 
have fewer issues to address. Similarly, lower-quality documents are 
more likely to be evaluated too kindly (Xiong & Schunn, 2021). But 
other local factors are also likely to matter, like outside distractions, 
time of day effects, and knowledge of the specific issues in the document 
being reviewed. Accounting for such document-level effects using more 
complex algorithms may produce more reliable measures of reviewer- 

level reviewing quality but will also require additional research to un-
derstand the contextual factors. 

Lastly, the current study was conducted in the US, at the university 
level, and in a specific type of biology course. Meta-analyses of different 
aspects of peer feedback do not typically find substantial educational 
level or discipline effects on rating validity (Li et al., 2016) or on the 
learning benefits of engaging with peer feedback (Sanchez et al., 2017). 
However, the meta-regressions revealed some substantial contextual 
variation within the data studied here. Thus, more meaningful variation 
in effect sizes is likely when a broader set of contexts is explored, even 
though the specific effects of education level and discipline may not be 
significant. Further research should aim to identify the contextual fac-
tors influencing the phenomena studied here and the underlying 
mechanisms driving this variation. 

5. Conclusion 

The present study investigated the three peer review quality con-
structs in a large dataset and further explored how the three aspects of 
peer review quality change through self-regulation experiences. Theo-
retically, we presented a new five-dimensional conceptual framework 
for review quality. Then we focused on three constructs that addressed 
two of the five dimensions, and that could be efficiently investigated in 
large datasets. Given recent growth in research attention to the concept 
of peer review literacy as critical for students to develop (e.g., Dong 
et al., 2023), our findings suggest researchers should not only focus on 
typical student behaviors but also on the relationships of such behaviors 
to experience. 

Further, we noticed that previous studies on peer feedback tend to 
focus on one course and often one assignment; based on the significant 
heterogeneity observed in meta-analyses (Li et al., 2016) and within our 
meta-regressions, findings based upon one course and one assignment 
likely have limited generalizability. We recommend examining varia-
tion in effects in addition to variation in psychometric properties (i.e., 
reliability and discriminant validity) using meta-correlation and meta- 
regression at the assignment level. Although recent work has used meta- 
regression across courses, including assignment predictors within the 
regressions (e.g., Zong et al., 2021a), we found that applying the tech-
nique at the assignment level had stronger effect sizes and smaller 
confidence intervals. Given the growing interest in revealing, under-
standing, and addressing contextual variation by using learning ana-
lytics in enhancing feedback practices (i.e., for whom, under what 
circumstances, and requiring which supports; Banihashem et al., 2022), 
this modeling approach is recommended for future studies examining 
multi-assignment datasets. Furthermore, our results provide empirical 
evidence supporting SRL as a dynamic and cyclical process that 
encompassing feedback loops (Lord et al., 2010). 

Practically, the findings can lead to some useful suggestions for 
teachers and educators: 1) Matching authors and reviewers by prior 
performance review may encourage students to provide more long 
comments because their long comments appeared to be driven by being 
recognized for providing helpful comments (which is easier to do for 
weaker documents) and not having a noticeably weaker document than 
that of their assessees; 2) comments accuracy appears to improve 
through practice and therefore scaffolds that strongly encourage longer 
comments (e.g., guidance on what to include in a comment) will likely 
improve comment accuracy; 3) rating accuracy appears to be influenced 
by the accuracy of comments received, and thus efforts focused on 
generally improving comment accuracy are likely to also lead to im-
provements in rating accuracy. 
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