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Abstract: Peer assessment is a technique with many possible benefits for instruction across the 
curriculum. However, the value obtained from receiving peer feedback may critically depend 
upon the relative abilities of the author and the reviewer. We develop a new model of such 
relative ability effects on peer assessment based on the well-supported Flower and Hayes model of 
revision processes. To test this model across the stages of peer assessment from initial text quality, 
reviewing content, revision amount, and revision quality, 189 undergraduate students in a large, 
introductory course context were randomly assigned to consistently receive feedback from higher-
ability or lower-ability peers. Overall, there were few main effects of author ability or reviewer 
ability. Instead, as predicted, there were many interactions between the two factors, suggesting the 
new model is useful for understanding ability factors in peer assessment. Often lower-ability 
writers benefitted more from receiving feedback from lower-ability reviewers, while higher-ability 
writers benefitted equally from receiving feedback from lower-ability and higher-ability reviewers. 
This result leads to the practical recommendation of grouping students by ability during peer 
assessment, contrary to student beliefs that only feedback from high ability peers is worthwhile.  
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Many students graduate high schools in the United States without achieving a proficient 
level of writing skills (National Center for Education Statistics, 2012). Not surprisingly, 
college students’ writing ability often does not meet educators’ expectations. This 
problem is further compounded by the numerous large, content classes (i.e., more than 
75 students), which make grading and providing adequate feedback on writing 
assignments very difficult for instructors (Arum & Roksa, 2010; Bok, 2006). In short, 
instructors rarely assign any substantive writing assignments or do not include multi-
draft writing assignments, in which students read and act upon received feedback, 
because instructors do not have the time to provide feedback. To address these 
problems, instructors utilize peer assessment as a means to incorporate writing 
assignments and individualized timely feedback in large classes.  

Peer assessment (often also called peer review) is the quantitative evaluation and 
qualitative feedback of a learner’s performance by another learner among students. It is 
typically implemented in classrooms with the intention of developing the knowledge or 
skill of all learners involved. Researchers have advocated peer assessment for more 
than four decades (Bruffee, 1980; Elbow, 1973; Moffett, 1968). In small composition 
classes, students will often exchange documents and have pair or group-based face-to-
face conversations about their documents with a primary emphasis on qualitative 
feedback (Chang, 2012; DiPardo & Freedman, 1988). In larger classes or when writing 
occurs outside of composition classes, peer assessment takes a form that is more like 
professional journal reviewing practices: quantitative and qualitative assessment, 
asynchronous, and written-based comments. These two kinds of assessment are quite 
different in character, especially in terms of important pragmatics such as the possibility 
of anonymity and the amount of interaction and follow-up. Because peer assessment in 
the written, asynchronous form is growing but still far from universally implemented, 
we focus on that form of peer assessment. 

Research on such peer assessments has found that, in general, peers are capable of 
providing valid ratings (for a review, see Falchikov & Goldfinch, 2000; see also Bouzidi 
& Jaillet, 2009; Cho, Schunn, & Wilson, 2006; Panadero, Romero, & Strijbos, 2013; 
Topping & Fisher, 2003; Tseng & Tsai, 2007), and their feedback is usually just as 
effective as an instructor’s feedback in helping students improve their drafts (for a 
review, see Topping, 2005; see also Gielen, Tops, Dochy, Onghena, & Smeets, 2010) 
and sometimes more effective (Cho & MacArthur, 2011; Cho & Schunn, 2007; 
Hartberg, Gunersel, Simspon, & Balester, 2008). Further, participating in peer 
assessment improves writing ability (Topping, 1998). 

The overall benefits of peer assessment likely come from several sources. First, 
peers may be better able to articulate feedback in terms that are understandable (Cho & 
Schunn, 2007; Patchan, Schunn, & Clark, 2011). Second, multi-peer assessment can 
provide more total feedback than an over-taxed instructor (Cho, Schunn, & Charney, 
2006; Patchan, Charney, & Schunn, 2009; Patchan, Schunn, & Clark, 2011), more 
persuasive feedback when multiple reviewers note the same problems, and feedback 
representing more diverse audience perspectives (DiPardo & Freedman, 1988; 
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Mumford, 1983). Third, the act of providing feedback to others is itself a learning 
opportunity (Lundstrom & Baker, 2009; Topping, Dehkinet, Blanch, Corcelles, & 
Duran, 2013), including learning from seeing models of effective and ineffective writing 
(Charney & Carlson, 1995) as well as practicing revision strategies (Patchan & Schunn, 
2015). In other words, students can be conceived as practicing revision through the act 
of proposing revisions to their peers. 

Despite this evidence that peer assessment can benefit students, some instructors 
are reluctant to use peer assessment, and students are often skeptical of the usefulness 
of receiving peer feedback because they are concerned that not all peers are capable of 
helping them (Kaufman & Schunn, 2011). This skepticism was clearly articulated in 
several student interview responses from a previous pilot study. For example, when 
asked whether they felt that receiving peer feedback was useful, an exemplar student 
response was, “I think it can be but it depends how knowledgeable the peers are.” 
Another student asked the same question elaborated on this point by saying, “I think it 
is if they…if their skill level is more advanced than mine, or at least very similar. […] I 
don't think it would be as much if the person…if their writing wasn't at the level that 
mine was, then no I don't think that they can really provide feedback that's going to 
advance.” 

As these examples demonstrate, students sometimes have negative beliefs about 
what happens in peer assessment, which could impact whether instructors feel 
comfortable utilizing it in their classroom. Researchers have wondered whether some 
kind of matching by ability is needed (Topping, 1998), and some researchers have built 
tools that automatically match students as reviewers based on ability (Crespo Garcia & 
Pardo, 2010; Crespo, Pardo, & Delgado Kloos, 2004; Gehringer, 2001; Giannoukos et 
al., 2010; Hsiao & Brusilovsky, 2008). However, before more such interventions are 
developed, the question remains whether student, instructor, and system designer 
suppositions are accurate. More information about the kinds of feedback received by 
students in peer assessment and how this feedback varies by ability is needed. 
Therefore, the goal of the current study was to document the relationship between 
author ability and reviewer ability and its effect on peer assessments received by 
students. To understand how peer feedback might vary in important ways, we review 
accounts of how writing ability varies and then propose how that writing-ability 
variation should relate to peer assessment variation. 

1.1 A Theoretical Model of Ability Differences in Revision Processes 

Flower and Hayes developed a well-cited Cognitive Process Theory of writing that 
involved three cognitive processes: planning, translating, and reviewing, which were 
controlled by a monitor (Flower & Hayes, 1981). The original theory and its more 
recent updates continue to be highly influential in understanding ongoing issues within 
writing research, including the effect of planning and environmental factors on 
metacognitive processes of second-language writers (Ong, 2014), how to support 
planning with the use of outlines (de Smet, Brand-Gruwel, Broekkamp, & Kirschner, 
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2012), and how to support text production and revision in novice writers (Pifarré & 
Fisher, 2011). Most relevant to peer assessment is the reviewing process, which was 
further elaborated as comprising several cognitive processes, including problem 
detection, problem diagnosis, and strategy selection (Hayes, Flower, Schriver, Stratman, 
& Carey, 1987). This original model has been updated to better understand cognition 
and affect in writing (Hayes, 1996; Hayes, 2012). One surprising change was the 
removal of the reviewing process, for which Hayes explained that revision was better 
thought of as a special application of the updated model rather than its own process 
(Hayes, 2012). Despite the lack of a reviewing process in the updated model, problem 
detection, problem diagnosis, and strategy selection are still relevant activities in 
revision and peer assessment.  

Reviewing begins with text reading, and students of lower writing ability may have 
weaker reading skills, which limit their ability to detect problems in others’ writing 
(Hayes, 1996). Problem detection is the reviewing process in which a writer perceives 
differences between the text produced so far and the intended text (Hayes et al., 1987; 
Scardamalia, Bereiter, & Steinbach, 1984). Problem detection is an essential process 
because it must occur before any revisions can be made. In studies of differences of 
expert versus novice writers, higher-ability writers were found to detect more problems 
than lower-ability writers. Furthermore, they are much more likely to detect global 
problems (Fitzgerald, 1987; Hayes et al., 1987; Scardamalia & Bereiter, 1983; 
Sommers, 1980). There are two possible explanations for this difference. First, higher-
ability writers have more knowledge about problems that occur in writing, and they 
have richer knowledge for each type of problem. This extensive knowledge can help 
higher-ability writers not only detect more problems but also do so more easily. In 
addition to knowing more about writing problems, higher-ability writers also approach 
revision with a different, more appropriate, task definition—that is, their primary goal is 
to rethink, which is more likely to result in improvements to the overall text 
(Scardamalia & Bereiter, 1987; Scardamalia & Bereiter, 1983). Lower-ability writers, on 
the other hand, tend to fixate on repairing errors, which limits their revisions to very 
localized changes that do very little to improve the overall text. 

Problem diagnosis involves creating a representation of the problems detected 
(Scardamalia & Bereiter, 1984; Hayes et al., 1987). To be useful, this representation 
must provide enough information for the writer to determine an appropriate reaction. A 
diagnosis can vary in the amount and level of explicitness, with well-defined 
representations (i.e., knowledge about the problem including the location and the 
cause, which often leads to a specific solution to the problem) at the high end of the 
continuum and ill-defined representations (i.e., only knowing that something does not 
sound right) at the low end of the spectrum. Whether a writer diagnoses a problem is 
dependent on what problems are detected. Stronger writers have more existing schemas 
for particular kinds of writing issues (Hayes, 1996). Therefore, it is not surprising that 
higher-ability writers diagnose more problems overall than lower-ability writers, and in 
particular, their diagnoses tend to be more global. In addition, because higher-ability 
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writers have more information about problems based on their more elaborate writing 
schemas, they tend to provide more elaborate diagnoses. 

Strategy selection involves reacting to a detected problem (Hayes et al., 1987). This 
process involves both decision-making skills as well as problem solving skills. First, 
writers must decide on which problems to solve and which strategy would be most 
effective. When problems are ill-defined or the most appropriate strategy is not obvious, 
the writer must utilize a search strategy to discover new solutions to the problem at 
hand. As a result, the quality of the solutions applied varies by writing ability. Similar to 
problem diagnosis, strategy selection is also dependent on problem detection. Higher-
ability writers make more revisions than lower-ability writers, and specifically, they 
make significantly more global revisions. Higher-ability writers not only have a richer 
knowledge of more problems, they also have more solutions matched to those 
problems. This more sophisticated means-ends repertory helps higher-ability writers 
choose more effective solutions to the writing problems they detect. 

1.2 Predicting Ability Effects in Peer Assessment of Writing 

Beginning writers’ revision processes tend to be weak, and they benefit from scaffolding 
(Scardamalia & Bereiter, 1983). Peer assessment can provide such scaffolding (Topping, 
1998), and it is important to understand how the benefits of peer assessment may vary 
by student ability. Using the Hayes and Flower model and the broadly observed writer 
ability effects on different revision practices, we can build a theoretical model of ability 
effects on peer assessment. The impact of these ability differences seen in revision will 
likely be observed at various points in peer assessment (see Figure 1). We focus on the 
ability of both authors and reviewers as writers; as a short hand, we refer to author 
ability as the author’s abilities in writing, and reviewer ability as the reviewer’s ability in 
writing. 

 
Figure 1. Theoretical model of ability effects on peer assessment. 
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In the first step of the peer assessment process, students write their initial draft. The 
author’s ability will likely directly affect the quality of this draft; higher-ability authors 
can detect, diagnose, and solve more problems in their own writing—especially global 
problems—than lower-ability authors (Hayes et al., 1987), which will result in a higher 
quality draft.  

For the second step, students review one or more peers’ papers. This review 
typically includes rating the quality of the text and more importantly, providing 
comments for the authors to use to help improve their paper. Peer feedback is expected 
to be affected indirectly by the author’s ability via the initial text quality (i.e., via the 
relative frequency of problems there are to detect and repair). Lower-quality texts 
would likely receive a greater number of criticism comments, as indicated in Figure 1.  

Such effects have been observed in two prior studies: 1) an analysis of over 1400 
comments for 24 essays written by undergraduate students enrolled in a large history 
course (Patchan, Charney, & Schunn, 2009) and 2) an analysis of over 1100 comments 
for 38 texts written by undergraduate students enrolled in a large cognitive science 
course (Patchan, Hawk, Stevens, & Schunn, 2013). Across both studies, lower-quality 
texts received more criticism comments than higher-quality texts (d = 0.65 - 0.77).  

Additionally, peer feedback will also likely be affected by the reviewer’s ability. 
Students receiving feedback from higher-ability reviewers would likely receive a greater 
number of criticism comments, specifically comments that describe problems and offer 
solutions, whereas students receiving feedback from lower-ability reviewers would 
likely receive fewer criticism comments, and of these comments, many will not 
adequately describe problems or offer solutions. Furthermore, reviewer ability is 
expected to moderate the effect of initial text quality on peer feedback. Since higher-
ability reviewers have more refined reviewing skills, they will be able to better detect 
the differences in text quality (i.e., more criticism for low quality papers and more 
praise for high quality papers). Lower-ability reviewers, whose reviewing skills are less 
developed, will be less able to make these distinctions.  

The results from the Patchan et al. (2009; 2013) studies generally supported of these 
predicted main effects and interactions. Across both studies, higher-ability reviewers 
provided more criticism comments than lower-ability reviewers (d = 0.63 - 0.75). 
Moreover, a significant text quality effect was found for the higher-ability reviewers—
that is, higher-ability reviewers provided more criticism comments for lower-quality 
texts than higher-quality texts (d = 0.93 - 1.09). However, a similar effect was not found 
for lower-ability reviewers; in general, lower-ability reviewers provided a similar 
amount of criticism comments to both lower-quality and higher-quality texts (d = 0.00 - 
0.71). 

As the last step, students revise their papers based on the peer feedback they 
received. Similar to the initial draft, the author’s ability will directly affect what 
revisions are made, the quality of the revisions, and ultimately the quality of the final 
draft. Higher-ability authors are expected to make more revisions, and they are also 
expected to make higher quality revisions because they are better able to choose more 
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effective solutions. By contrast, lower-ability writers are expected to make fewer 
revisions, and these revisions are expected to be of lower quality. The reviewer’s ability 
could also indirectly affect the revisions. All authors would likely make more revisions 
when receiving feedback from higher-ability reviewers than lower-ability reviewers 
because these peers are likely to provide more criticism comments, specifically ones 
that offer solutions. Because higher-ability reviewers are better able to suggest effective 
solutions, the revisions made when implementing higher-ability reviewers’ comments 
are expected to be of higher quality. Similar to peer feedback, there may be an 
interaction between author ability and reviewer ability. Because higher-ability authors 
have a more sophisticated means-ends repertoire, they are expected to equally address 
issues detected by both higher-ability reviewers and lower-ability reviewers—that is, 
higher-ability authors will be able to figure out how to solve a problem even if lower-
ability reviewers do not provide as much information as the higher-ability reviewers. 
The findings from the Patchan et al. (2013) study support these predictions. There was 
only a marginal writer ability effect and a significant reviewer ability effect, but these 
effects were driven by a significant interaction—that is, lower-ability writers 
implemented the most feedback when receiving feedback from higher-ability reviewers, 
and all other writers implemented a similar number of comments. Few studies have 
examined the differential impact of peer feedback on the quality of the revisions (Allal, 
Chanquoy, & Largy, 2004). 

There are a few aspects with no predictions from the model that the current study 
will also investigate. Although lower-ability authors have fewer solutions available to 
them and are less able to choose effective solutions, it is unclear whether they would 
be able to distinguish between more or less effective solutions when provided with 
both options or come up with solutions when a problem is described without one. 
Furthermore, it is unclear whether they will be able to successfully implement all 
effective solutions if unfamiliar strategies are included (i.e., they may receive suggests 
that are beyond their abilities to implement successfully). This gap is a critical one in 
understanding the effects of peer assessment on student performance and learning. 

Finally, given that lower-ability writers are less likely to address global issues 
(Fitzgerald, 1987; Hayes et al., 1987; Sommers, 1980), these effects are expected to be 
especially true for comments focusing on high-level issues. Therefore, in the current 
study, we will separately look at comments that address high-level issues (e.g., clarity of 
main idea, transitions) and low-level issues (e.g., grammar). 

1.3 Research Questions and Predictions 

The goal of the current study was to document the relationship between author ability 
and reviewing ability and its effect on the impact of receiving peer assessments. We test 
a new peer assessment model that we have derived from the Flower and Hayes writing 
model and that already has received partial support (Allal, Chanquoy, & Largy, 2004; 
Patchan et al., 2009; 2013). By considering how the variations in author ability could 
relate to the three main steps/products of peer assessment (i.e., initial text, peer 
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feedback, and revisions), several research questions and predictions have emerged. For 
the peer feedback, 1) does the initial text quality (i.e., author ability) affect the amount 
and types of peer feedback received, 2) does reviewer ability affect the amount and 
types of peer feedback received, and 3) do author ability and reviewer ability interact?  
For revisions, 1) does author ability affect the amount and quality of revisions made, 2) 
does reviewer ability affect the amount and quality of revisions made, and 3) do author 
ability and reviewer ability interact?  Predictions for each of these questions are 
organized in Table 1. As there are competing factors (e.g., how many comments 
received vs. how many comments were understood) and potentially complex 
interactions, these predictions, which were formulated by taking into account the 
processes in the Flower and Hayes model, need to be examined empirically. 

2. Method 

2.1 Overview 

The current study was part of a larger study that examined multiple aspects of why 
students learn from peer assessment, including the relative effectiveness of different 
forms of peer feedback (Patchan, Schunn, & Correnti, in press) and the benefits for the 
reviewer of providing feedback (Patchan & Schunn, 2015), in contrast to the current 
focus on the relationship between author ability and reviewing ability on receiving 
feedback. In order to describe the extent to which author ability and reviewer ability 
affect peer assessment, we determined the writing ability of each participant and then 
manipulated from whom the participants received comments. In other words, in a 2 x 2 
between-subjects design, groups of participants of higher-writing ability (i.e., high 
authors) or of lower-writing ability (i.e., low authors) received feedback from either only 
groups of peers with higher-writing ability (i.e., high reviewers) or only groups of peers 
with lower-writing ability (i.e., low reviewers). We examine the effects of author ability 
and reviewing ability on the amount, features, and focus of comments received, the 
implementation rate, and the revision quality were compared across the conditions. 

2.2 Course Context 

This study was conducted in an Introduction to Psychological Science course at a large, 
public research university in the southeast United States. The specific class and 
assignment context was selected to represent an authentic writing assignment that 
occurred in a large, content course as part of the Writing in the Discipline (WID) 
program. This course was a popular general education course that students commonly 
took to meet one of their social science requirements. In addition, it was compulsory 
for not only all psychology majors, but also for a number of other majors as well, 
including education and nursing. Because this course was very large (i.e., 838 
students), three sections were offered, each taught by a different lecturer. Students were  
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Table 1. Predictions for Main Effects and Interactions of Initial Text, Peer Feedback, and Revisions 

 Initial Text Peer Feedback Revisions 

Author 

Ability Effect 

Higher-ability authors were 

expected to produce higher 

quality first drafts than 

lower-ability authors. 

Lower-ability authors were expected to receive 

more high-level criticism than higher-ability 

authors. 

Implementation: Higher-ability authors were expected to implement more high-level 

comments* than lower-ability authors. 

Revision Quality: Higher-ability authors were expected to make higher quality 

revisions when implementing high-level comments* than lower-ability authors. 

Reviewer 

Ability Effect 

No reviewer effect should be 

present. 

A greater number high-level comments* were 

expected from higher-ability reviewers than 

lower-ability reviewers. 

Implementation: Authors were expected to implement more high-level comments* 

from higher-ability reviewers than from lower-ability reviewers. 

Revision Quality: Authors were expected to make higher quality revisions when 

implementing high-level comments* from higher-ability reviewers than from lower-

ability reviewers. 

Interaction No interaction should be 

present. 

The difference in the number of high-level 

comments* between higher-ability authors and 

lower-ability authors was expected to be greater 

for higher-ability reviewers than lower-ability 

reviewers. 

Implementation: Although higher-ability authors were expected to implement high-

level comments* from higher-ability reviewers and lower-ability reviewers equally, 

lower-ability authors may implement more high-level comments* from higher-ability 

reviewers or lower-ability reviewers. 

Revision Quality: Higher-ability authors were expected to make similar quality 

revisions when implementing high-level comments* from higher-ability reviewers and 

lower-ability reviewers equally. No prediction is made for lower-ability authors, who 

may either implement more high-level comments* from higher-ability reviewers or 

from lower-ability reviewers. 

* The term ‘comments’ here refers only to criticism comments: ones that include problems and/or solutions. 
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also required to attend one of 24 different lab sections taught by 12 graduate student 
teaching assistants (TAs). 

2.3 Participants 

Multiple research studies were implemented in this class. The current study used data 
from a random selection of 189 participants, representing the full range of writer ability, 
who were given documents to review from students across the ability spectrum. This 
random sample reflects that range and distribution of students in this class: 77% female; 
with students at all levels, with a predominance of less advanced students (i.e., 58% 
freshmen, 27% sophomores, 10% juniors, and 5% seniors); and a great variety of 
majors (i.e., of the declared majors: 30% social sciences, 30% natural sciences, 14% 
engineering, 13% education, 6% computer science, and 6% business). 

Author ability and reviewer ability were then defined based on an estimate of the 
participants’ writing ability. First, the participants’ writing ability was determined by a 
composite of four self-reported ability measures—that is, the average z-scores (i.e., 
student’s score minus group mean divided by group standard deviation) of SAT verbal1, 
SAT writing, the final grades in the first and second semester composition courses2. This 
combination of measures provided a more generalizable ability measure that one can 
also obtain easily for future research or practical applications.  

Next, a median split was used to determine which students had higher writing 
ability and which students had lower writing ability. Indeed, relative to the U.S. ability 
standards, the two groups were above and below median performance levels (The 
College Board, 2012). Further, given the median split approach to defining the groups 
and the broad ability range found in this class, there were grouping differences of 2.8 
standard deviations (i.e., a very large effect size) on the composite measure, and there 
were also large group differences on each of the components of this composite measure 
(see Table 2). To further validate the composite measure, two writing experts (i.e., 
rhetoric graduate students with extensive writing teaching experience) rated the quality 
of the students’ first drafts using a 5-point scale on eight dimensions focused on the 
flow, argument logic, and insight of the papers (see Coding Process—Quality of Writing 
for more details; rubric details are in Appendix A). The sum of all eight dimensions (i.e., 
out of 40 possible points) was compared between the high authors and low authors. An 
independent t-test on the sample of 189 participants revealed a significant difference in 
author ability: the high authors (M = 17.0, SD = 3.8) produced higher quality first drafts 
than the low authors (M = 14.8, SD = 3.2), t(187) = 4.33, p < .001, d = 0.63. Finally, 
students with higher writing ability were defined to be high authors and high reviewers, 
and students with lower writing ability were defined to be low authors and low 
reviewers. Although this method was not the most precise way to define author ability 
and reviewer ability, it was pragmatically required for creating the groups for 
assignment to reviewing groups for this study and in future instructional applications. 
This decision decreases the power of this study, which could result in missing some 
relevant data patterns. However, there is little chance of making false claims, and the 
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overall large number of participants means that the instructionally important patterns 
will generally be detectable. We believe that a lower powered study was a reasonable 
tradeoff for higher external validity (i.e., how reviewer ability would typically be 
detected). 

Table 2. Summary of Demographic and Ability Data by Writer Ability 

High-Ability 
Writer 

Low-Ability 
Writer t-test 

n M SD n M SD p d 

Demographics 

  gendera 93 75% 95 78% .67 

  year in schoolb 93 84% 96 82% .77 

  age 93 18.8 1.5 96 19.0 1.8 .45  

Ability Measures 

  writing ability z-score 93 0.64 0.49 96 -0.70 0.47 < .0001 2.8 

  SAT verbal 79 599 55 70 489 55 < .0001 2.0 

  SAT writing 76 592 63 69 494 58 < .0001 1.6 

  1st semester gradec 70 4.4 0.7 65 3.3 0.6 < .0001 1.7 

  2nd semester gradec 49 4.2 0.7 51 3.1 0.6 < .0001 1.7 

a % female 
b % freshman + sophomore 
c Composition grades were coded on a 5-point scale: 5 – placed out; 4 – A, 3 – B, 2 – C, 1 – D 
or below. Missing data points included participants who did not take the composition course 
because it was not a required course (n2nd semester = 1) and participants who were currently taking 
the course or will take it in the future (n1st semester = 54; n2nd semester = 88). 

 

2.4 Procedure 

Participants completed three main tasks: 1) wrote a first draft, 2) reviewed peers’ texts, 
and 3) revised own text based on peer feedback. At the end of the first month of the 
semester, participants had one week to write their first draft and submit it online using 
the web-based peer assessment functions of turnitin.com. The turnitin.com peer 
assessment functions primarily focused on generating end comments rather than 
marginalia. Reviewers were able to tag specific locations in the text that could be used 
in the end comment to indicate where a particular problem existed; however, this 
function was not obvious and most students did not use it. In addition, the specific 
commenting prompts were separate from the ratings prompts, which could allow one to 
create a reviewing assignment that utilized more fine-grained evaluation dimensions 
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and broader commenting dimensions. Finally, the reviews were anonymous—that is, a 
pseudonym was used to identify both the writer and the reviewer. 

For this writing task, students were expected to write a three-page paper in which 
they evaluated whether MSNBC.com, a US digital news provider, accurately reported a 
psychological study—applying concepts from the Research Methods chapter covered in 
lecture and lab in the prior week. After the first draft deadline passed, four papers were 
distributed to participants for review based on the reviewer ability condition they were 
assigned (i.e., participants were randomly assigned to a reviewer ability condition—
either low reviewer or high reviewer—and four papers from peers designated as low or 
high reviewers were randomly chosen to be the reviewers). As reviewers, participants 
were blind to the ability level of the authors. Participants were able to access the peer 
feedback online once the reviewing deadline had passed. The participants were given 
one week to revise their draft based on the peer feedback. As authors, participants were 
blind to the ability level of the reviewers. The TAs also provided final grades for the 
paper. 

The dependent variables included the initial and revised text quality, number of 
high-level criticism comments, problems, and solutions received, number of low level 
criticism comments received, the number of implemented high-level criticism 
comments, problems, and solutions, number of implemented low-level criticism 
comments, the quality of the revisions based on high-level criticism comments, 
problems, and solutions, and the quality of the revisions based on low-level criticism 
comments. 

2.5 Review Support Structures 

Participants were provided with a detailed rubric to use for the reviewing task, which 
shaped what comments were available for analysis in this study. The rubric included 
commonly-used general reviewing suggestions (e.g., be nice, be constructive, be 
specific) and specific guidelines, which described the three reviewing dimensions that 
have been applied in many disciplinary writing settings: flow, argument logic, and 
insight. For each commenting dimension, a number of questions were provided to 
prompt the reviewer to consider the paper using several particular lenses. The flow 
dimension focused on whether the main ideas and the transitions between the ideas 
were clear (e.g., Did the writing flow smoothly so you could follow the main argument? 
Did you understand what each argument was and the ordering of the points made 
sense to you?). The argument logic dimension focused on whether the main ideas were 
appropriately supported and whether obvious counter-arguments were considered (e.g., 
Did the author just make some claims or did the author provide some supporting 
arguments or evidence for those claims? Did the author consider obvious counter-
arguments, or were they just ignored?). The insight dimension focused on whether a 
perspective beyond the assigned texts and other course materials was provided (e.g., 
Did the author just summarize what everybody in the class would already know from 
coming to class and doing the assigned readings, or did the author tell you something 
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new? Did the author provide an original and interesting alternative explanation?). The 
purpose of these specific guidelines was to direct the participants’ attention primarily 
towards global writing issues (Wallace & Hayes, 1991). 

Finally, participants rated the quality of the papers using a 5-point scale (1–‘Very 
Poor’ to 5–‘Very Good’). They rated six aspects of the paper within the three 
commenting dimensions of flow (i.e., how well the paper stayed on topic and how well 
the paper was organized), argument logic (i.e., how persuasively the paper made its 
case, how well the author explained why causal conclusions cannot be made from 
correlational studies, and whether all the relevant information from the research article 
was provided), and insight (i.e., how interesting and original the paper’s conclusion 
was to the reviewer). For each rating, participants were given descriptive anchors to 
help determine which rating was most appropriate.  

2.6 Coding Process 

To fully investigate the effects of ability, the students’ papers, the comments received, 
and the revisions that were implemented were coded. Documents were rated for 
quality to validate the ability difference groupings. Peer comments were coded to 
examine how their substance varied by ability. Finally, the revisions were coded to 
examine ability effects on both rate of implementation of each comment and quality of 
revisions. 
 
Quality of writing. Two outside writing experts (i.e., rhetoric graduate students with 
extensive writing teaching experience) rated the quality of the first drafts. The rubric 
used by the participants was elaborated for the expert coders in order to examine 
quality at a more fine-grained level (see Appendix A for rubric details). For example, the 
students’ dimension of “how well this paper was organized” was further divided into 
two dimensions for the experts: “how well this paper was organized around a main 
idea” and “how well transitions connected paragraphs”. A similar 5-point scale (1–
‘Very Poor’ to 5–‘Very Good’) was used. The final inter-rater reliability was high (ICC = 
0.84; Shrout & Fleiss, 1979). 
 
Coding peer feedback. The feedback was coded to determine how the amount and type 
of comments varied as a function of author ability and reviewer ability. Pairs of 
undergraduate research assistants (RAs) coded each feature and focus (i.e., problems, 
solutions, low-level, high-level)—Kappa values are presented for each type. Because 
some of the inter-rater reliabilities were moderate, comments were exhaustively 
double-coded, and coders were required to come to consensus on all disagreement 
cases to improve effective reliability and reduce coding noise. 

First, all the feedback received for each reviewing dimension for each writer was 
compiled. Then, when necessary, each piece of feedback on a given reviewing 
dimension was further segmented into individual comments based on idea units 
representing unique issues to be addressed because reviewers frequently commented 
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about multiple issues within one dimension. For example, one comment about prose 
flow might mention a problem in the transitions, the relative lack of use of examples, 
and a specific problem in word choice; this one piece of feedback would then be 
divided into three segments. If multiple sentences explained the nature and location of 
a problem and then how it might be repaired, this was treated as one idea unit. This 
segmentation process produced a total of 7,641 comments to be coded and analyzed.  

Second, each comment was coded for the presence or absence of two independent 
features: problem comments described something wrong with the paper (e.g., “The 
writer did not offer insight into causal and correlational relationships.”; Kappa = .85), 
and solution comments suggested how to fix a problem or improve the quality of the 
paper (e.g., “Also, I would suggest writing a stronger conclusion to the end of the 
paper.”; Kappa = .90). In addition to being important features of comments that 
influence how readily authors implement the feedback, comments that contain neither 
problem nor solution description cannot be further coded for implementation or 
revision quality (i.e., for praise or summary comments, there is nothing to implement). 
Next, all comments that were previously coded as either problem or solution (i.e., 
criticism comments) were coded for the focus (i.e., low-level, high-level—Kappa = .77). 
Low-level comments focused on issues dealing with the literal text choice—usually at a 
word level (e.g., “Where you say ‘the hypotheses and whether those hypotheses were 
proven’, I think you would say ‘that hypothesis’ or ‘the hypothesis’ because it’s just one 
hypothesis.”), whereas high-level comments focused on issues with missing, incorrect, 
or contradictory content or high-level writing issues like clarity, use of transitions, 
strength of arguments, provision of support and counter-arguments (e.g., “I do not 
understand what the argument is as it isn’t very clear.”). Given that lower-ability writers 
are less likely to address global issues, it is especially important to determine whether 
certain feedback features (i.e., problem descriptions or suggested solutions) better 
support their revision behaviors. Figure 2 illustrates the relationship between the 
feedback provided, segmented comments, and the types of feedback coded. An 
example of how one piece of feedback was segmented and coded can be found in 
Appendix B. 
 
Implementation Rate. To examine the implementation rate of the comments, the same 
two writing experts coded whether the writer implemented a revision that addressed the 
issue identified in each criticism comment (Kappa = .74—percent agreement was 
89%). Microsoft Word’s “compare documents” function applied to the 2nd vs. 1st drafts 
was used to facilitate this process. As long as the writer appeared to attempt a revision 
based on the comment, it was coded as implemented (see Appendix C for examples). A 
small percentage of comments (5%) were excluded from analysis for being too vague or 
unclear to determine whether they were implemented (e.g., “If anything, the paper 
should be a little spruced up”).  
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Figure 2. Coding process. 

 
 
Revision quality. For comments that were implemented, the same two writing experts 
rated the quality of the revision associated with each implemented comment, with high 
inter-rater reliability (ICC = .77). This quality rating was on a binary scale aligned with 
the original document quality rubric: a rating of 0 indicated either no change in the 
quality of the paper or a decrease in the quality of the paper (a rare outcome, and 
hence collapsed with no change); and a rating of 1 indicated an increase in the quality 
of the paper (see Appendix C for examples). 



PATCHAN & SCHUNN  EFFECTS OF ABILITY |  242 

 

3. Results and Discussion 

3.1 Overview 

To analyze the effects of author ability and reviewer ability on the three products of 
peer assessment (i.e., initial text, peer feedback, and revisions), each dependent 
variable (i.e., draft improvement, number of comments, implementation rate, and 
revision quality) was analyzed using a 2 x 2 between-subjects ANOVA with author 
ability (i.e., high author vs. low author) and reviewer ability (i.e., high reviewer vs. low 
reviewer) as between-subjects variables. To uncover the source of the significant 
interactions, independent t-tests were performed comparing high reviewers to low 
reviewers for high authors and low authors separately as well as comparing high 
authors to low authors for high reviewers and low reviewers separately. 

 
Table 3. Proportion of Variance Explained at Each Level for the Unconditional HLM Models 

DV L1 (reviews) L2 (reviewers) L2 (authors) 

Peer Feedback  

Overall Criticism 0.57 0.31 0.12 

High Level Criticism 0.58 0.27 0.14 

High Level Problems 0.69 0.27 0.04 

High Level Solutions 0.57 0.32 0.11 

Low Level Criticism 0.80 0.18 0.02 

Implementation Rate  

Overall Criticism 0.55 0.05 0.40 

High Level Criticism 0.51 0.07 0.43 

High Level Problems 0.54 0.05 0.41 

High Level Solutions 0.61 0.08 0.32 

Low Level Criticism 0.69 0.07 0.24 

Revision Quality  

Overall Criticism 0.63 0.06 0.31 

High Level Criticism 0.61 0.05 0.33 

High Level Problems 0.57 0.06 0.37 

High Level Solutions 0.75 0.02 0.23 

Low Level Criticism 0.28 0.00 0.72 

 
Additionally, for each of the outcomes (i.e., number of comments, implementation of 
rate and revision quality), we conducted a series of two-level, cross-classified, 
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hierarchical regression models (Raudenbush & Bryk, 2002). This type of statistical 
model takes into account the complex data structure—that is, the dependent variables 
were not independent observations (i.e., 717 reviews were provided to 189 authors 
from 369 reviewers), and they were not cleanly nested (i.e., reviews were nested within 
both authors and reviewers, but reviewers were not nested within authors or vice 
versa). These analyses revealed that the proportion of variance explained at Level-2 
(i.e., author level and reviewer level) depended on the type of dependent variable (see 
Table 3).  

In general, the reviewer controlled the number of comments (i.e., little to no 
variance was explained at the author level), and the author controlled the number of 
implemented comments and revision quality (i.e., little to no variance was explained at 
the reviewer level). We revisit this interesting pattern in the General Discussion. Most 
importantly for the central research questions tested here, the effects found of the 
author and reviewer ability using the HLM models were similar to those found using 
simple ANOVA models. For simplicity, we report the details from the ANOVA results in 
the sections that follow. 

All descriptive and inferential statistics for the number of peer comments, 
implementation rate, and average revision quality can be found in Table 4. As an 
indicator of effect size, eta squared (i.e., η2—proportion of variance in the dependent 
variable accounted for by the independent variable(s) while controlling for other 
possible variables) was included for all ANOVAs. An η2 of .01 is considered small, .06 
is medium, and .14 is large (Cohen, 1988). Cohen’s d (i.e., mean difference divided by 
average standard deviation) was included for all t-tests. Typically, a Cohen’s d of .3 is 
considered small, .5 is medium, and .8 is large (Cohen, 1977). 

3.2 Initial Text 

Text quality was rated using a 5-point scale on eight different dimensions. The sum of 
all eight dimensions (i.e., out of 40 possible points) was analyzed. Because higher-
ability writers are able to detect, diagnose, and solve more problems than lower-ability 
writers (Hayes et al., 1987), high authors were expected to produce higher quality first 
drafts than low authors. The results supported this prediction. As noted in the Methods 
section, there was a significant main effect of author ability with the high authors (M = 
17.0, SD = 3.8) outperforming the low authors (M = 14.8, SD = 3.2), F(1,185) = 18.55, 
p < .001, d = 0.63. It is important to note that this document quality effect, though 
clearly statistically significant, was not large, even though the groups had large writing 
ability differences on multiple measures. There are a number of factors that generally 
influence first draft quality (and likely mattered in this context) beyond the author’s 
writing ability, such topical interest, grade goals set for the course, and competing 
course and work demands (Schiefele, 1999; Svanum & Bigatti, 2006; Wood & Locke, 
1987). Thus, it is likely often the case that author ability does not have as large an effect  
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Table 4. Number of Peer Comments, Implementation Rate, and Average Revision Quality by Author Ability and Feedback Source  

for High-Level and Low-Level Comments 

 

Reviewer Ability 
Author Ability ANOVA

Low High Author ability Reviewer ability Interaction
N M SD N M SD p η2 p η2 p η

HIGH LEVEL  
Peer Comments 
 Criticism L 47 12.4 5.9 46 11.7 5.2 .20 .01 .003 .05 .62 .00

H
i

49 15.7 6.6 47 14.0 7.7
 Problems L 47 7.3 4.6 46 8.0 3.9 .29 .01 .01 .04 .04 .02

H
i

49 10.7 5.4 47 8.5 5.4
 Solutions L 47 7.3 4.2 46 5.9 3.6 .31 .01 .16 .01 .23 .01

H
i

49 7.4 4.6 47 7.5 4.6

Implementation 
 Criticism L 506 0.38 0.49 464 0.29 0.45 .57 .00 .09 .00 < .01

H
i

681 0.27 0.44 577 0.33 0.47
 Problems L 301 0.37 0.48 308 0.32 0.47 .53 .00 .58 .00 .01 .00

H
i

457 0.29 0.45 337 0.37 0.48
 Solutions L 301 0.36 0.48 254 0.29 0.46 .69 .00 .24 .00 .03 .00

H
i

340 0.27 0.44 328 0.32 0.47

Revision Quality 
 Criticism L 189 0.30 0.51 134 0.22 0.43 .91 .00 .70 .00 .02 .01

H
i

181 0.20 0.43 192 0.29 0.45
 Problems L 110 0.24 0.51 99 0.18 0.41 .99 .00 .44 .00 .19 .00

H
i

131 0.21 0.43 126 0.27 0.45
 Solutions L 107 0.33 0.53 73 0.21 0.44 .97 .00 .27 .00 .01 .02

H
i

91 0.15 0.39 103 0.27 0.45

LOW-LEVEL 

  Peer Comments L 47 3.3 2.8 46 2.3 2.0 .03 .03 .40 .00 .71 .00
H
i

49 3.4 2.9 47 2.7 2.2

  Implementation Rate L 127 0.41 0.49 88 0.36 0.48 .10 .01 .54 .00 .51 .00
H
i

152 0.47 0.50 119 0.36 0.48
  Revision Quality L 51 0.04 0.40 32 0.00 0.00 .72 .00 .45 .00 .45 .00

H
i

71 -0.01 0.12 42 0.00 0.22   
Note.   For peer comments, N is the number of students, and M is the mean number of comments received. For implementation  
rate, N is the total number of comments, and M is the proportion of comments that were implemented. For revision quality, N is  
the number of implemented comments, and M is the proportion of comments that improved the quality of the paper. 
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on the quality of documents being reviewed as one might have otherwise expected. As 
expected, because there was no reviewing prior to submission, there was neither a 
significant main effect of reviewer ability, F(1,185) < 1, p = .65, nor a significant 
interaction between author ability and reviewer ability, F(1,185) < 1, p = .86. 

3.3 Peer Feedback 

The amount of four types of feedback was analyzed. First, criticism comments represent 
feedback that is actionable. Next, these comments were further categorized as 
describing problems or offering solutions. These two features represent important 
revision skills. Note that problems and solutions were coded independently, and thus 
would not add up to the amount of criticism comments. Finally, these comments were 
also categorized as focusing on low-level issues or high-level issues. These features may 
be especially important for supporting lower-ability writers who are less likely to 
address global issues.  

To examine the effect of author ability and reviewer ability on the peer feedback 
received, we collapsed the data by authors—that is, for each author the number of 
comments received for each feedback feature was summed. Overall, the total number 
of all comments an author received did not differ by author ability, F(1,185) = 2.51, p = 
.12, nor reviewer ability, F(1,185) < 1, p = .64, and there was not a significant 
interaction between author ability and reviewer ability, F(1,185) < 1, p = .47. On 
average, students received a total of 40.4 comments (SD = 9.2). The lack of an effect on 
the number of comments was convenient for in-depth analyses of these comments 
because there is no need to distinguish between absolute frequency and relative 
frequency. Because low-level feedback may be more readily produced, more easily 
implemented, and of lower importance than high-level feedback, we analyzed high-
level comments separately from low-level comments.  

Does the author ability affect the amount and types of peer feedback received? 
Since high authors produced higher quality texts, they were expected to receive fewer 
criticism comments than low authors. The results of the current study do not support 
this prediction. There was no main effect of author ability for the number of high-level 
criticism comments, F(1,185) = 1.65, p = .20. On average, students received 13.5 high-
level criticism comments (SD = 6.6). Moreover, there was no main effect of author 
ability for the number of high-level problems, F(1,185) = 1.14, p = .29, or the number 
of high-level solutions, F(1,185) = 1.06, p = .31. On average, students received 8.7 (SD 
= 5.0) comments that described high-level problems and 7.1 (SD = 4.3) comments that 
described high-level solutions. These results suggest that in general college students 
continue to struggle with high-level writing issues regardless of their writing ability. 

Does reviewer ability affect the amount and types of peer feedback received? Again, 
because higher-ability writers are able to detect, diagnose, and solve more problems in 
their own writing than lower-ability writers (Hayes et al., 1987), all authors were 
expected to receive a greater number of criticism in general (and solutions and 
localized comments in particular) from high reviewers than from low reviewers. The 
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results partially supported this prediction. There was a significant main effect of 
reviewer ability for the number of high-level criticism comments received, F(1,185) = 
8.92, p = .003. Overall, authors received a greater number of high-level criticism 
comments from high reviewers than low reviewers. Of these comments, authors 
received a greater number of high-level problems from high reviewers than low 
reviewers, F(1,185) = 7.52, p = .01. There was no main effect of reviewer ability on the 
number of high-level solutions provided, F(1,185) = 1.97, p = .16. These results suggest 
that a student’s writing ability could also reflect his or her ability to detect and diagnose 
problems in peers’ texts, but not necessarily his or her ability to suggest revision 
strategies. 

Does reviewer ability also moderate effects of author ability (i.e., initial text quality) 
on the amount and types of peer feedback received? Since higher-ability writers have 
more refined reviewing skills than lower-ability writers (Hayes et al., 1987), high 
reviewers were expected to better detect the differences in high versus low text quality 
than would low reviewers. This prediction was partially supported. Although there was 
not a significant interaction for the overall number of criticism comments, F(1,185) < 1, 
p = .62, or the number of solutions, F(1,185) = 1.43, p = .23, there was a significant 
interaction between author ability and reviewer ability for the number of high-level 
problems, F(1,185) = 4.47, p = .04 (see Figure 3A). High reviewers described 
significantly more high-level problems to low authors than to high authors, t(94) = 2.05, 
p = .04, but low reviewers offered a similar number of high-level problems comments 
to low authors and high authors, t(91) < 1, p = .41. 

 
Low-level comments. Given that the reviewing prompts focused on high-level issues 
and advised against commenting on low-level problems, students received fewer low-
level criticism comments overall. However, as expected, low authors received slightly 
more low-level criticism comments than high authors, F(1,185) = 5.09, p = .03. There 
was not a significant main effect of reviewer ability on low-level criticisms, F(1,185) < 
1, p = .40, nor was there a significant interaction between author ability and reviewer 
ability, F(1,185) < 1, p = .71 (see Figure 3B). 

3.4 Revisions 

To examine the effect of author ability and reviewer ability on the revisions, we 
analyzed revisions in two ways: implementation rate and revision quality. 
Implementation rate only included implementable comments (N = 2,714)—that is, the 
comments must include a description of a problem or suggest a solution to be included 
in this analysis. Also note that revision quality could only be coded for comments that 
were implemented (N = 892). Both implementation rate and revision quality were 
analyzed at the comments level. Again, we analyzed high-level comments separately 
from low-level comments. As noted earlier, although comments are nested within 
authors and reviewers, more complex nested models that accounted for these 
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dependencies among the data produced similar results and therefore only the simpler 
ANOVA results are described. 

 

 
Figure 3. The interaction between author ability and reviewer ability for the number of A) high-

level problems received and B) low-level criticism received. 
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Does author ability affect the amount and quality of revisions made? Not only do 
higher-ability writers detect, diagnose, and solve more problems in their own writing 
than lower-ability writers, they also choose more effective revision strategies (Hayes et 
al., 1987). Therefore, high authors were expected to make more revisions that were of 
higher quality than low authors. These predictions about author ability were not 
supported in this context of peer feedback. There was not a significant main effect of 
author ability for the implementation rate, F(1,2224) < 1, p = .57, or revision quality, 
F(1,692) < 1, p = .91, of high-level criticism comments. As is commonly the case in 
multi-peer assessment, students received many comments but were quite selective in 
which comments were addressed—on average, students implemented only 32% of the 
high-level criticism comments (SD = 0.47). Turning to more specific categories of 
feedback, there were no main effects of author ability for the number of implemented 
problems, F(1,1399) < 1, p = .53, or solutions, F(1,1219) < 1, p = .69. 

When students implemented these high-level criticism comments, the average 
revision quality was 0.25 (SD = 0.46)—that is, approximately one quarter of revisions 
led to a significant improvement in document quality. Mirroring the implementation 
rate pattern, there were no main effects of author ability for the revision quality of high-
level problems, F(1,462) < 1, p = .99, or solutions, F(1,370) < 1, p = .97 . These results 
indicate that, on average, the rates of critical revisions to high-level issues were not 
driven by author ability. 

Does reviewer ability affect the amount and quality of revisions made? Because 
authors were expected to receive more articulate criticism comments from high 
reviewers than low reviewers, they were expected to be more likely to make revisions 
after receiving feedback from high reviewers than low reviewers. Similarly, because 
high reviewers are likely better able to choose effective solutions (Hayes et al., 1987), 
the revisions made from implementing high reviewers’ comments were expected to be 
of higher quality. These simple main effect predictions were not supported: there were 
no significant main effects of reviewer ability for the implementation rate, F(1,2224) = 
2.87, p = .09, or revision quality, F(1,692) < 1, p = .70. 

Does author ability moderate the effect of reviewer ability on the amount and 
quality of revisions made? Higher-ability writers have a more sophisticated means-ends 
repertory (Hayes et al., 1987), which would allow them to address relevant comments 
even if they lack specific details about the problem or solution. Therefore, high authors 
were expected to equally address issues detected by both high reviewers and low 
reviewers despite the likely difference in quality of comments. By contrast, lower-ability 
writers have fewer solutions available to them and are less able to choose effective 
solutions (Hayes et al., 1987). Therefore, it was unclear whether low authors would be 
able to distinguish between more or less effective solutions, successfully implement all 
effective solutions if unfamiliar strategies were included, or come up with a solution 
when a problem was described without one. Indeed, there were several interesting 
interactions. 



 249| JOURNAL OF WRITING RESEARCH 

 

First, there were significant interactions between author ability and reviewer ability for 
the implementation rate of high-level criticism comments, F(1,2224) = 15.13, p < .001, 
high-level problems, F(1,1399) = 6.85, p = .01, and high-level solutions, F(1,1219) = 
4.60, p = .03 (see Figure 4A). High authors implemented a similar number of high-level 
criticism comments, t(1039) < 1, p = .13, high-level problems, t(643) = 1.40, p = .16, 
and high-level solutions, t(580) < 1, p = .51, regardless of reviewer ability. However, 
low authors implemented more high-level criticism comments, t(1185) = 4.08, p < 
.001, high-level problems, t(756) = 2.34, p = .02, and high-level solutions, t(639) = 
2.41, p = .02, from low reviewers than from high reviewers.  

Moreover, there were significant interactions between author ability and reviewer 
ability for the revision quality of high-level criticism comments, F(1,692) = 5.65, p = 
.02, and high-level solutions, F(1,370) = 6.25, p = .01 (see Figure 4B). Similarly, high 
authors’ revisions were of similar quality for high-level criticism comments, t(324) = 
1.4, p = .16, and high-level solutions, t(174) < 1, p = .33, regardless of reviewer ability. 
By contrast, low authors’ revisions were of higher quality when high-level criticism 
comments, t(368) = 1.98, p = .05, and high-level solutions, t(196) = 2.58, p = .01, were 
received from low reviewers than from high reviewers. The interaction between author 
ability and reviewer ability for the revision quality of specifically problems was not 
statistically significant, F(1,462) = 1.74, p = .19. These results indicate that high authors 
are equally capable of improving their paper with feedback from either a low reviewer 
or high reviewer, however, low authors benefit the most from feedback provided by 
low reviewers. 

 
Low-level comments. In contrast to the patterns for criticism of high-level problems, the 
low-level feedback did not show any effects of author ability or reviewer ability, nor 
was there a significant interaction between author ability and reviewer ability for 
implementation rate or quality of implementations. Specifically, there was not a 
significant main effect of author ability on the implementation rate of low-level 
criticisms, F(1,482) = 2.78, p = .10, nor was there a main effect of reviewer ability, 
F(1,482) < 1, p = .54. Furthermore, there was not a significant interaction between 
author ability and reviewer ability, F(1,482) < 1, p = .51. On average, students 
implemented 41% of the low-level criticism comments (SD = .49), a higher rate than 
the implementation of high-level criticism. 

On average, revisions to low-level issues rarely produced significant improvements 
in the draft (M = .01, SD = .24), as one would expect from low level issues. Thus, it is 
not surprising that there was no main effect of author ability on the revision quality of 
low-level criticisms, F(1,192) < 1, p = .72, no main effect of reviewer ability, F(1,192) < 
1, p = .45, nor an interaction between author ability and reviewer ability, F(1,192) < 1, 
p = .45.  
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Figure 4. The interaction between author ability and reviewer ability for A) the implementation 

rate of high-level criticism comments and B) the revision quality of high-level criticism comments. 
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4. General Discussion 

4.1 Summary of Results 

A significant amount of research has focused on how student ability affects the benefits 
of peer tutoring (Cohen, Kulik, & Kulik, 1982) and cooperative learning (Lou et al., 
1996). More recent research has focused on peer-assisted learning of writing, including 
collaborative writing (Van Steendam, Rijlaarsdam, Van den Bergh, & Sercu, 2014) and 
peer assessment of writing (Patchan et al., 2013). The goal of the current study was to 
fully document the relationship between author ability and reviewer ability and its 
effect on peer assessment from initial text production through revision. We also 
developed a new peer assessment model that includes the effects of student ability 
based on the Flower and Hayes writing model (see Figure 1) to help organize and 
predict a complex set of interacting effects at multiple points along the writing and 
reviewing process. 

We begin with a brief empirical summary of the observed effects, which comprised 
a mix of expected effects but also theoretically and practically important surprises. First, 
the almost definitional predictions about the initial text were supported: High authors 
produced higher quality texts than low authors. Second, two of the three predictions 
about peer feedback were partially supported.  Although there were no significant 
author ability effects, there were several significant reviewer ability effects as well as 
interactions between author ability and reviewer ability. High reviewers provided more 
criticism comments than low reviewers. They also described more problems than low 
reviewers, but this main effect was likely driven by the interaction with author ability—
that is, compared to low reviewers, high reviewers were more likely to describe 
problems in low authors’ texts than high authors’ texts. Finally, two of the six 
predictions about revisions were supported. Very interestingly, there were no author 
ability or reviewer ability effects on implementation or revision quality.  Instead, there 
were many significant interactions between author ability and reviewer ability. In 
general, high authors were equally likely to implement and improve their paper using 
feedback from low reviewers and high reviewers. Low authors, however, were more 
likely to implement and improve their paper using feedback from other low reviewers 
rather than from high reviewers. These results support the general framework with the 
interactions frequently dominating main effects. Particular effects are considered in 
more depth in the next section. 

 

4.2 Theoretical Implications of Observed Empirical Patterns 

Hayes et al. (1987) observed that higher-ability writers were able to detect, diagnose, 
and solve more problems in their own writing than lower-ability writers. Higher-ability 
writers also have more refined reviewing skills than lower-ability writers. They choose 
more effective solutions and have a more sophisticated means-ends repertory. 
However, it is possible that the cognitive abilities driving reviewing-while-writing 
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processes and reviewing-others’-texts processes may differ. Higher-ability writers may 
employ tacit knowledge that guides the production of successful texts, but they may 
lack a similar level of cognitive or meta-cognitive skill in identifying, describing, or 
offering solutions to problems in others’ texts. Here we tested and observed effects of 
these writing ability differences on several aspects of the peer assessment process, 
focusing the perspective of what feedback authors received and how they revised.  

Most obviously, as authors, students’ writing ability affected the quality of the initial 
draft—that is, high authors produced higher quality initial drafts than low authors. This 
quality difference was likely at least partially a result of high authors detecting, 
diagnosing, and solving more problems during the process of writing the first draft. 
Interestingly, large ability differences had a small effect on document quality. Thus, a 
theory of peer assessment effects that (sensibly) includes document quality factors will 
need to include other individual difference factors than author ability, perhaps such as 
writer motivation or more localized knowledge of the writing topic (Hayes, 1996; 
Pajares, 2003). 

More interesting theoretically, as reviewers, students’ writing ability affected the 
amount and types of peer feedback. In general, reviewer ability had a larger effect than 
author ability on the content of the feedback. Similar to the Patchan et al. (2013) study, 
high reviewers offered more criticism comments that specifically described problems. 
Overall, being able to detect, diagnose, and solve more problems, as the model 
predicted, appeared to help high reviewers provide more feedback to their peers. 
However, lower quality papers (i.e., papers written by low authors) did not receive 
more criticism than higher quality papers. Thus models of peer assessment should not 
assume that reviewers will comment on all detected problems, but rather there is likely 
some overall amount of feedback that a given reviewer will produce. Indeed, the cross-
nested models of the data revealed that the reviewers accounted for far more variance 
in the amount of feedback produced than the author/document itself (especially for 
high level issues). 

Yet there were also important interactions. Reviewer ability moderated the effect of 
author ability on the number of problems described. Again, similar to the Patchan et al. 
(2013) study, high reviewers described more problems to low authors than high 
authors. These results could reflect differences in number of problems (i.e., papers by 
low authors have more problems) crossed with differences in ability to detect problems 
(i.e., high ability reviewers are better able to detect high-level problems), suggesting 
that high reviewers, who have more refined reviewing skills, may better notice 
differences between the higher quality texts and lower quality texts. The pattern may 
also reflect students’ commenting style rather than how many problems they are able to 
detect, diagnose, and solve. For example, as part of students’ task definition for 
providing feedback, they may have a limit on the number of problems that need to be 
detected with a higher limit for high reviewers than low reviewers. 

Finally, not previously examined in the Patchan et al. (2013) study, author ability 
moderated the effect of reviewer ability on both the amount and quality of revisions. In 
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general, characteristics of the author accounted for much of the variability in amount 
and quality of revisions. Specifically, low authors were more likely to implement 
comments from low reviewers at a higher level of quality than from high reviewers, 
whereas high authors benefitted equally from high reviewers and low reviewers. 
Although high reviewers detected and described more high-level problems, they may 
have done so at a level that was not helpful to the low authors.  Low reviewers, who 
comment on fewer high-level issues, may communicate in a way that helps other low 
authors better. By contrast, high authors, who have a more sophisticated means-ends 
repertory, were more capable of handling any issue brought up by high reviewers or 
low reviewers. Thus, a model of peer assessment needs some consideration of a zone of 
proximal development, where comments at the writer’s ability level are needed to 
produce useful revision. 

There were two effects of author ability and reviewer ability that were surprisingly 
missing. First, author ability (i.e., via initial text quality) did not affect the amount or 
types of peer feedback received. High authors and low authors received similar number 
of criticism comments despite the high authors having higher quality texts. This lack of 
a difference could be a result the relatively small initial differences in text quality. 
Alternatively, reviewers may have a fixed level of effort or amount of feedback they are 
willing produce, regardless of the number of issues they could detect. Indeed reviewer 
variability did account for a significant amount of variation in amount of feedback 
produced, ruling out the possibility that the scaffolded nature of the reviewing situation 
(i.e., a fixed number of prompts) led students to always produce the same number of 
comments. 

Second, while other characteristics of authors appeared to matter, neither author 
ability nor reviewer ability per se directly affected the amount and quality of revisions. 
Both high authors and low authors implemented a similar number of comments at a 
similar level of quality. Likewise, the same proportion of comments from high reviewers 
and low reviewers were implemented. These results suggest that even though high 
authors produced higher quality initial drafts, all drafts had much to be improved, 
which was evident in their initial draft scores (i.e., less than 50% of the possible points). 
Perhaps students vary in their thresholds for the amount of revising they are willing to 
do, but ability is not the predictor of this threshold. In a related way, multi-peer 
assessment may consistently produce feedback that is above the threshold for most 
students. That is, given that so much improvement was needed and so many comments 
were provided, students might have received more comments than they were willing to 
address—on average, they only implemented a third of the comments received. 
Consequently, they were selective in which comments to implement and might have 
chosen comments that were easier to implement rather than making a distinction 
between effective comments and ineffective comments—on average, two-thirds of the 
comments authors implemented did not result in a significant improvement in the draft. 

Overall, these results not only suggest that writing ability affects how well one 
writes (i.e., initial draft quality), but also writing ability affects one’s ability to review 
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peers’ texts (i.e., how much and the type of peer feedback). Theories of learning from 
peer assessment must take into account both reviewer ability and interactions between 
author ability and reviewer ability. Specifically, theories must explain why students 
appear to benefit more from being grouped with peers of similar writing ability. 
Although higher-ability students will likely improve their texts using any peers’ 
comments, lower-ability students appear to benefit more from receiving feedback from 
other lower-ability peers who can offer feedback at their own level. In general, models 
of writing revision that include revision from external feedback should focus less on 
general abilities to detect and diagnose problems and focus more on student’s abilities 
to implement provided suggestions. 

4.3 Caveats and Future Directions 

There are a few caveats to these findings that must be considered. First, several 
methodological decisions could have affected the power of this study. Given the 
instructional context of the current study, all students’ texts needed to be reviewed 
regardless of their quality. Furthermore, students needed to be assigned peers’ papers to 
review shortly after the deadline for the writing assignment. In order to accommodate 
these pragmatic issues, as well as for future instructional applications, we utilized an 
indirect measure of writing ability as a proxy for reviewer ability and text quality. In 
addition, we categorized students as high reviewers and low reviewers and authors as 
low and high ability by using a median split of the writing ability measure. Although we 
believe that a lower powered study was a reasonable tradeoff for higher external 
validity, future research should test the effects of writer ability with more direct 
measures of writing ability and with larger ability differences. For research purposes, 
direct measures of reviewer ability and text quality could also be examined to more 
directly examine the effects of those variables. Future research should also examine 
additional levels of ability (e.g., high, medium, low). Aligned with Vygostsky’s zone of 
proximal development, prior research has demonstrated that optimal groupings may not 
be homogeneous nor with distal heterogeneous peers (i.e., high-ability peers and low-
ability peers), but rather students benefited the most by working with peers in adjacent 
levels—that is, low-ability peers with medium-ability peers and medium-ability peer 
with high-ability peers (Webb, 1989). 

Second, the current study focused on the form of the feedback rather than the 
quality according to expert ratings. One reason for not measuring the quality of the 
comments was because the quality is relative to author. Although an expert may think a 
comment is of high quality, if the comment is not at the level of the student and he or 
she is not able to successfully revise the document based on the information provided, 
the comment is not very effective. However, it is likely that students do not consistently 
select effective peer comments. Therefore, future research should more closely examine 
various dimensions of quality of peer feedback and the selection process students use 
to choose which comments to implement.  
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Finally, future research should examine what other factors affect students’ revision 
process. Consistently, students choose to only implement about a third of the peer 
feedback that they receive. There are many possible reasons for this decision: more 
affective elements of the reviews (e.g., harshness of criticism, inclusion of mitigating 
language) may have been influential, most of their peer feedback may be ineffective 
and should not be implemented, most of their peer feedback may not be written at their 
level causing them to not understand the problem, they may receive too much 
feedback and experience an overload of information, they may not have much 
motivation for making revisions to their text, or they may not have developed 
appropriate strategies for revising with feedback. Future studies should systematically 
examine how students’ motivation and knowledge about revision influences which 
comments they implement. Finally, future studies need to examine the cumulative 
impact of peer feedback from different sources on growth in writing ability, rather than 
just on revision behavior. 

4.4 Practical Implications 

Based on the findings from the current study, lower-ability students may benefit more 
from being grouped with other lower-ability students, while higher-ability students may 
benefit equally from being grouped with either lower-ability students or higher-ability 
students. Pragmatically, these results imply that students grouped with peers of similar 
ability could benefit all students. Higher-ability students will likely revise their texts 
successfully regardless of who there are partnered with, but the lower-ability students 
may need feedback at their own level. Other lower-ability peers seem to be better 
equipped to provide this type of feedback. At the same time, it is also important to note 
that both the main effects of reviewer ability and the interaction effects were of 
relatively small effect sizes, suggesting that students are not as harmed as they often 
think they are by receiving feedback from lower ability peers, and that peer assessment 
processes that randomly assign reviewers to papers are not highly problematic.  
 

Notes 
1. The SAT (Scholastic Assessment Test) is a standardized test used for college 

admissions in the United States. It consists of three sections: the verbal section tests 
critical reading skills, the writing section tests problem detection skills and 
grammar and usage knowledge, and the mathematics section tests arithmetic 
operation, algebra, geometry, statistics, and probability knowledge. 

2. Universities in the U.S. typically require a first year composition course, and the 
university in the present study requires two semesters of composition.  
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Appendix A 
 
Experts’ Writing Quality Rubric 
FLOW 
…how well the paragraphs were developed. 
5 – Very Good  All paragraphs stated a point and developed it 
4 – Good  Most paragraphs stated a point and developed it 
3 – Fair Some paragraphs stated a point and developed it. All paragraphs 

introduced a topic, but may not state an explicit point 
2 – Poor  Some paragraphs stated a point OR introduced a topic, but did not 

develop it 
1 – Unsatisfactory  No paragraphs stated a point and/or paragraphs shifted topics 

frequently. 
 
…how well transitions connected paragraphs. 
5 – Very Good  Strong transitions between all paragraphs 
4 – Good  Strong transitions between most paragraphs 
3 – Fair  Transitions between most paragraphs, but some were weak 
2 – Poor  Weak transitions between some of the paragraphs 
1 – Unsatisfactory  No transitions between paragraphs 
 
…how well this paper was organized around a main idea. 
5 – Very Good  All paragraphs were connected to the main point 
4 – Good  Most paragraphs were connected to the main point 
3 – Fair  Some paragraphs were connected to the main point 
2 – Poor  Most paragraphs were not connected to the main point 
1 – Unsatisfactory  No main point explicitly stated 
 
ARGUMENT LOGIC 
…how well the author evaluated the MSNBC article. 
5 – Very Good  All points were supported by concrete evidence or examples 
4 – Good  Most points were supported by concrete evidence or examples 
3 – Fair  Some points were supported by concrete evidence or examples 
2 – Poor  Few points were supported by concrete evidence or examples 
1 – Unsatisfactory  No support was provided 
 
…how well the author explained causal conclusions. 
5 – Very Good  Provided a complete and clear explanation  
  (i.e., A • B; B • A; C • [A • B]) 
4 – Good  Provided a complete and somewhat clear explanation 
3 – Fair  Provided complete but unclear explanation 
2 – Poor  Provided an incomplete explanation 
1 – Unsatisfactory  No explanation was provided 
 
…how well the author explained an alternative possibility. 
5 – Very Good  Provided an appropriate and clear alternative 
4 – Good  Provided an appropriate and somewhat clear alternative 
3 – Fair  Provided an appropriate alternative, but did not explain it 
2 – Poor  Provided an inappropriate alternative 
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1 – Unsatisfactory  No alternative possibility was provided 
 
…whether all the required information from the research article was accurately 
provided. 
5 – Very Good  The summary accurately included all of the required information 
4 – Good  The summary accurately included most of the required information 
3 – Fair  The summary accurately included some required information 
2 – Poor The summary included little required information OR the 

information was inaccurate 
1 – Unsatisfactory  No summary of the article 
 
INSIGHT 
…how well the main point was connected to a larger issue. 
5 – Very Good Main point was fully connected to a relevant larger issue 

throughout the whole paper 
4 – Good Main point was connected to a relevant larger issue 
3 – Fair Some points demonstrated an innovative analysis, but these points 

were not connected to a relevant larger issue 
2 – Poor One point demonstrated an innovative analysis, but this point was 

not connected to a relevant larger issue 
1 – Unsatisfactory No points demonstrated an innovative analysis 
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Appendix C 
 
Implementation & Revision Quality Coding Scheme 

Rating Comment Draft 1 text Draft 2 text 

-1 

Consider revising your 

introduction The opening quote 

used, in my opinion shouldn't be 

the first sentence 

According to the original report, the researchers 

hypothesize that “adults who play video games, 

compared to nonplayers, would evidence poorer 

perceptions of their health, greater reliance on 

Internet-facilitated social support, more extensive 

media use, and a higher BMI” (Weaver 1). 

Throughout the studies the whole purpose was to 

figure out if there was a correlation between the 

amount of time a person played to the increase on 

their body weight. This hypothesis was introduced 

because experimenters believed that video games 

tend to lead to violent behaviors, obesity and 

muscular problems. 

The whole purpose of conducting the experiments 

was to figure out if there was a correlation between 

the amounts of time a person played to the increase 

on their body weight. This hypothesis was 

introduced because scientists believed that video 

games tend to lead to violent behaviors, obesity 

and muscular problems. 
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0 

I would try and revise the last 

sentence in the last paragraph so 

that it makes more sense and you 

can get your point across. 

Playing video games causes bad health because 

there is not any physical activity evolved. Gaming 

only consists of sitting and pressing buttons. It can 

cause weight gain and it probably affects the eyes. 

From the lack of movement and the junk food that 

is most likely involved, adults will gain weight 

easier then juveniles due to the fact that their 

metabolism has slowed down since their teenage 

years. The fact that video gaming involves 

continuously looking at a screen, it most likely 

causes strain to the eyes. 

Playing video games causes bad health because 

there is not any physical activity involved. 

Although there are a few types of interactive 

gaming devices, typical gaming only consists of 

sitting and pressing buttons. It can cause weight 

gain and it probably affects the eyes. From the lack 

of movement and the junk food that is most likely 

involved, adults will gain weight easier then 

juveniles due to the fact that their metabolism has 

slowed down since their teenage years. In turn, this 

study does not actually have any one correct 

answer to it because of the fact that casual 

conclusions cannot be formed from correlative 

studies. The fact that video gaming involves 

continuously looking at a screen, it most likely 

causes strain to the eyes. All I all, the overall 

outcome of gaming has more on a negative effect 

on the human body than a positive effect. 
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1 

in the first sentence of the third to 

last paragraph: 'correlational 

studies cannot end in causal 

conclusions because the 

relationship between the two 

variables is always presently 

unknown.' what does 'the 

relationship between the two 

variables is always presently 

unknown' mean? 

Correlational studies cannot end in causal 

conclusions because the relationship between the 

two variables is always presently unknown. The 

variables being studied may have the group 

studied in common, but that cannot prove 

whether one causes the other or even whether 

they relate at all. Correlated variables usually 

occur alongside each other in time, not one after 

another, thus there is no scientifically valid cause 

and effect. 

Correlational studies cannot end in causal 

conclusions because the relationship between the 

two variables is always presently unknown. At any 

one period in time, variables with a correlational 

relationship can exist simultaneously. For instance, 

a gamer can be both depressed and fat before, 

during, or even after playing video games. In a 

correlational study, the variables are not dependent 

upon each other’s existence in time, much unlike 

variables with casual natures. The variables being 

studied may have the ‘group studied’ in common, 

but that cannot prove whether one causes the other 

or even whether they relate at all. Correlated 

variables are capable of occurring alongside each 

other in time, and are not limited to one after 

another, thus there is no scientifically valid cause 

and effect on that basis alone. 

 
 


