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Summary
Four principles of cognitive science were used to make systematic revisions in middle school

science instructional modules from two kinds of curriculum: one popular textbook series and

one popular hands‐on series (two modules each). Schools were randomly assigned to 1 of

the 3 arms (cognitive science modifications with professional development, active control with

professional development, or business‐as‐usual). Two cohorts of students were followed in

each arm for each setting. There were significant benefits of the cognitive science intervention,

but the nature of effects varied for the two settings and curricula. For the text‐based curricu-

lum, positive effects of cognitive science modifications were concentrated in classrooms with

lower proportions of underrepresented minority students. For the hands‐on curriculum, there

were positive effects that were not linked to school composition. Participation in the active

control did not significantly improve student learning. Implications for policy and research are

discussed.

KEYWORDS

cognitive science, contextual interactions, curricular modifications, middle school science
1 | INTRODUCTION

It is vital to make science accessible to all learners (Alberts, 1999;

Greene, 2008; Marincola, 2006). However, the United States, along

with other countries, has lagged in student performance in science

at the fourth‐ or eighth‐grade levels, and improvements have not

been evident even as policy makers voice concern (Provasnik et al.,

2012). Supporting science performance likely requires several strate-

gies, ranging from student‐centered social programs to administrative

reform and restructuring. One important potential strategy, however,

involves using principles from cognitive science to guide the design

of instructional materials, given that many principles have already

been well established in small‐scale efficacy studies. For example,

comparing cases (e.g., analogs are compared to highlight the similari-

ties/features that make the cases analogous; Alfieri, Nokes‐Malach, &

Schunn, 2013) has been shown to be an effective method in labora-

tory studies and in short classroom interventions. In this paper, we

report findings from a large study designed to evaluate the effective-

ness of four principles taken from cognitive science, implemented

together as a package. Analyses examine generality of effects across

contextual factors.
wileyonlinelibrary.com/jou
1.1 | Four principles for improving science curricular
materials

We modified curricular materials using a set of four principles that we

derived from cognitive science. We chose this approach over other

possibilities for several reasons. First, consider an alternative approach

in which we evaluated one principle at a time. Although isolated cogni-

tive principles are theoretically interesting to understand and evaluate,

in practice, the cumulative and possibly interactive benefits of a family

of interventions are likely to be more relevant to producing meaningful

learning gains in an extended curriculum. In the world of educational

policy, it is important to demonstrate cumulative impact, rather than

staying purely at the grain size of isolated principles. Second, another

alternative might have been to implement every change we could find

for which cognitive science provides some basis in theory and data.

However, such an effort would likely have overwhelmed the teachers

asked to put the curriculum into practice.

The four principles in this project were (a) identifying misconcep-

tions that provide barriers to learning, (b) using contrasting cases to

enhance learning, (c) teaching students to read visualizations, and (d)

using spaced testing to consolidate learning. They were selected to
Copyright © 2018 John Wiley & Sons, Ltd.rnal/acp 225
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span a range of learning phases (from learning to retention) and

learning content (from conceptual to visual): identify critical conceptual

barriers, make science ideas salient, improve reasoning practices, and

increase retention. Furthermore, they worked well together, for

example, identifying potential misconceptions had implications for

contrasting cases, changes in visualizations, and warm‐up questions.

We briefly present both the prior empirical evidence for each principle

and examples of how the principle was used to modify curriculum

materials in our study.
1.1.1 | Identifying misconceptions and student prior
knowledge

Students are likely to enter science instruction holding entrenched

misconceptions (e.g., teleological beliefs about the mechanisms of evo-

lution; Bishop & Anderson, 1990), insufficiently developed naïve ideas

(e.g., overly simplistic causal models; Chi, 1992), or a lack of under-

standing of scales for very large or very small magnitudes (Tretter,

Jones, & Minogue, 2006). When students have misconceptions

(entrenched misunderstandings that conflict with new information;

Carey, 1991, 2009; Chi, 1992), they need to be addressed and

corrected to maximize learning. Teacher‐driven explanations to correct

these misunderstandings are often not enough to undo them. An

example from the current intervention involved misconceptions about

which features distinguish living and nonliving things. For example,

movement is often thought to be an indicator of life, and consequently,

it is thought that seemingly nonmoving things (trees, plants) must be

nonliving. Such common misconceptions relevant to each curricular

module were identified using the research literature, and then

addressed with case comparisons and/or visualization exercises

(discussed below).
1.1.2 | Case comparisons

Case comparisons (i.e., the simultaneous contrast of cases to help

learners to understand similarities and differences) have been shown

to lead consistently to improved learning (Alfieri et al., 2013), to

greater learning than even the sequential study of five cases (Gentner,

Loewenstein, & Thompson, 2003), and transfers to tests and problem

solving (Gick & Holyoak, 1983). For example, in our modified materials,

before the existing instruction explaining the characteristics of all

members of the plant kingdom, students were asked to compare indi-

vidual members of the kingdom mounted on sets of cards in order to
FIGURE 1 The three cards present students with cases of Venus fly trap, c
completing a Venn diagram to recognize which characteristics are shared b
wileyonlinelibrary.com]
notice their commonalities and to distinguish those from the character-

istics unique only to specific members of the kingdom. When a new

organism within the plant kingdom is introduced, students could then

transfer their knowledge of those commonalities and consequently

have appropriate expectations as to the characteristics of this new

organism. See Figures 1 and 2 for examples.
1.1.3 | Visualization exercises

Science curricula are filled with complex graphs and images (drawings,

photographs, diagrams, etc.) that are critical to content understanding.

Teachers are often surprised when skilled students are unable to inter-

pret components of complex diagrams (Hegarty, Kriz, & Cate, 2003).

Many students lack the skills to appreciate images fully (Berthold &

Renkl, 2009), and such weaknesses can lead students to ignore them

entirely (Bartholomé & Bromme, 2009). Well‐designed exercises

can assist students in learning to decode these images successfully

(e.g., how to interpret arrows, captions/labels, scale, or colorization).

We created visualization exercises that helped teachers guide

discussions of images and their components (e.g., conventions and

interpretations) to clarify what students were seeing, to explain typical

conventions within such representations, and to increase the

likelihood that students would be able to discern the important

information from such representations independently in the future.

Initially, students were asked to attend only to single characteristics

(e.g., relative scales or colorization) of simpler images (e.g., photographs

of organisms), but as a unit progressed, discussions transitioned to

increasingly complex images (e.g., the processes of photosynthesis

and cellular respiration). Figures 3 and 4 display topics of earlier and

later visualization activities.
1.1.4 | Spaced testing

Forgetting is a general instructional problem. Revisiting previous con-

cepts at delay even when equating for total study time can greatly

reduce forgetting (the “spacing” effect; Rohrer & Pashler, 2007), and

testing can help students remember content better than simply

reviewing it for the same amount of time (the “testing” effect;

Rowland, 2014). We combine the two effects using two forms of

spaced testing: daily warm‐up questions and end‐of‐section quizzes.

Daily warm‐up questions prompted students to explain a previous

day's main ideas to recapitulate the purpose and content of the previ-

ous activity(s). The warm‐up question was generally chosen to connect
actus, and redwood plants. Students are asked to compare the three by
y members of the plantae kingdom [Colour figure can be viewed at

http://wileyonlinelibrary.com


FIGURE 2 This worksheet accompanies a
lesson on heredity (i.e., dominant and
recessive genes). Students are asked first to
predict the color of the puppies before
displaying the actual outcomes. Students can
then compare families with each other
(as cases) to determine how coat color is
determined by heredity

FIGURE 3 While displaying the images of penicillium, yeast, and destroying angel, the teacher prompts students to consider and discuss the
apparent and actual sizes of the organisms (explaining that discrepancy by introducing the term, relative scale) [Colour figure can be viewed at
wileyonlinelibrary.com]
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with previous content because the day's activities were intended to

build on that content. End‐of‐section quizzes included questions from

both the current and previous sections of the unit. These additions to

the curriculum provide additional exposure to crucial content, but their

key mode of action has been shown to be their spacing, because

massed practice and review is not effective.
1.2 | Key contextual variables
Although there is reason to suppose that all four of these principles

work, at least in isolation and in small‐scale implementation, there

are several contextual factors to consider in a real‐world trial that

may affect the results of these interventions. We selected three

important variables of this kind to structure our analyses.

http://wileyonlinelibrary.com


FIGURE 4 While displaying the diagram, the
teacher leads a discussion that explores with
students the use of shadows to indicate the
zoom‐out convention, the use of arrows, the
use of colors within both the cells and arrows,
and the use of labels [Colour figure can be
viewed at wileyonlinelibrary.com]
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1.2.1 | Immediate versus delayed effects

Cognitive science‐based interventions, centered in learner materials,

are often relatively straightforward curricular modifications. Even so,

the extent to which teachers are already entrenched in existing teach-

ing practices may increase the amount of time required to see changes

in practices, and thus improvements in learning outcomes. For this

reason, we designed the research to include teachers who would be

teaching the modified curriculum for a second time, as well as

implementing it on an initial pass.

1.2.2 | Hands‐on versus textbook science

In the United States, middle school science curricula vary greatly in

terms of whether learning is done primarily through textbook reading

(with classroom discussion and worksheet activities linked to the read-

ings) or whether learning is done primarily through hands‐on investiga-

tions. It is usually possible to cover more content via textbook than via

hands‐on inquiry (Mayer, 2004). It is possible that cognitive science

interventions might be differentially effective for different types of

curriculum. For instance, the interventions involved active learning,

and their benefits might be weaker or stronger within a curriculum that

already involves active learning. For this reason, we implemented our

cognitive science modifications both for a text‐based curriculum and

for a hands‐on curriculum, and conducted two parallel trials.

1.2.3 | Learning context

Several disruptive situational factors might undermine the effect of an

intervention. For example, teachers might not receive professional

development in how to implement a curriculum (Abdal‐Haqq, 1996;
Cambone, 1995; Corcoran, 1995), teachers might not have sufficient

control of their classes to implement the intervention fully (Emmer &

Stough, 2001), students may not be attending school often enough

to receive an intervention (Spencer, 2009), or students may be failing

to pay attention due to hunger or lack of sleep (Symons, Cinelli,

James, & Groff, 1997). Disruptive factors co‐occur in complex

combinations and can occur at many levels—either specific to the

classroom (e.g., a group of students are collectively unruly), to the

teacher (e.g., the teacher has poor classroom management skills), or

to the school (e.g., extracurricular announcements regularly take

priority over quiet classroom time). Sadly, socioeconomic status and

ethnicity are correlated with disruptive factors. In the United States,

students from ethnicities traditionally underrepresented in science

careers (Barton & Coley, 2010; Beede et al., 2011; Byars‐Winston,

Estrada, & Howard, 2008) experience a variety of challenges, including

less skilled teachers (Lankford, Loeb, & Wyckoff, 2002; Shen, 1997)

and often‐disrupted classrooms (Ingersoll, 2004; Weiner, 2003). Note

that these disruptive factors are at the classroom, teacher, or school

levels, and thus the effects of these factors are associated with the

proportion of students who are from underrepresented minorities,

not with individual student characteristics. Such disruptive factors

might also interact with curriculum type.
1.3 | Analytical concerns in investigating effect
moderation

We aimed to analyze this randomized controlled trial of our interven-

tion considering the factors just discussed. There are two different

http://wileyonlinelibrary.com
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ways to do so. First, the effects can be disaggregated at the student

level (e.g., students from ethnicities traditionally underrepresented in

science careers; hereafter referred to as underrepresented students).

States, districts, schools, and teachers are required to report their stu-

dent performance data in the United States in this way. But such dis-

aggregation, although policy relevant, is more distant from contextual

factors than ideal; it puts together underrepresented students in sup-

portive contexts with underrepresented students in nonsupportive

contexts. Second, the effects can be disaggregated into classrooms

grouped by overall student characteristics (i.e., classrooms with a

higher/lower proportion of students from underrepresented ethnici-

ties). Such a disaggregation, although not following the typical

reporting requirements, better matches the decision context of policy

makers (i.e., they make decisions about whole schools or districts).

Note that the individual, classroom, teacher, and school factors

that could influence intervention efficacy are likely to be correlated.

For example, students most likely to lack learning support resources

at home are also more likely to be vulnerable to low expectations,

more interruptions in classrooms, classmates with less interest in

science, and teachers with less teaching experience and knowledge

of science (Condron & Roscigno, 2003; Henry, Bastian, & Smith,

2012; Lankford et al., 2002). This complexity has two implications for

studying the ways in which context moderates the effectiveness of

the intervention. First, large correlations among potential moderators

preclude pulling them apart statistically. Second, the highly unequal

distribution of students to schools means that traditional interaction

analyses within one dataset are underpowered because of problems

specific to the Hierarchical Linear Modeling (HLM) approaches

typically used for analyzing large randomized control trials (RCTs).

HLMs often have low statistical power at the teacher level despite high

statistical power at the student level. Disaggregation by ethnicity

causes problems at the teacher level because of the highly uneven dis-

tribution of student ethnicities across teachers. For example, as shown

in Figure 5, almost one‐third of the teachers in our textbook sample
FIGURE 5 A histogram from the textbook curriculum randomized
control trial illustrating that almost one‐third of our teachers have
classes that are composed entirely of students who are of an
underrepresented minority ethnic status in science
taught only underrepresented minority (URM) students. Analyses of

within‐teacher interactions by ethnicity lose these teachers entirely,

greatly reducing statistical power and representativeness to the larger

sample.

As a related issue, interaction analyses of variables are limited in

power by the cell associated with the weakest power. Thus, if an effect

is unreliable for one group but highly reliable for another group, both

main effects and traditional interaction analyses will fail to find any

statistically significant outcome. Because disruptive factors can be

highly variable across teachers and schools within our subgroups, it

may be that nothing can be concluded from one subgroup but strong

inferences can be drawn for another subgroup. Further, because

ethnicity likely captures complex, multi‐component underlying effects,

many of which are not actually at the student level, student level

regressors may be differentially predictive of performance across

contexts. For these reasons, we did not adopt the current standard

approach to building a single model for the larger dataset with interac-

tion terms because it (a) has low statistical power and (b) will therefore

often fail to inform the practice or research community of important

patterns. Instead, we built separate models.
2 | METHODS

2.1 | Overview

We analyze data from two large RCTs: one conducted in a large urban

district in the US Northeast using a textbook curriculum and another

conducted in several mid‐sized urban districts in the US Southwest

using a shared hands‐on curriculum. Each RCT examines learning on

two different 3‐month‐long instructional modules from the curriculum

and involves the same three conditions: a cognitive science condition

in which the modules were modified using the cognitive science

principles, an active control condition in which teachers received

professional development on underlying science content, and a

business‐as‐usual control condition (see Figure 6 for a study overview).

Schools were randomly assigned to condition within regions of the

large urban district in the textbook RCT and within school districts in

the hands‐on RCT. Because curricula are adopted at the level of school

districts, these parallel trials of necessity also involved different

geographic and sociocultural settings.
2.2 | Curricula

2.2.1 | Textbook

The textbook‐based curriculum was the widely used textbook, Holt

Science and Technology (Holt, Rinehart, & Winston, 2007). It is part of

a Short‐Course Series self‐described as combining the content

teachers need with an accessible design, student‐friendly narrative,

and vivid visuals. In comparison with the hands‐on curriculum (see

below), learning in the Holt curriculum is primarily driven by readings

rather than active experimentation. We report here results from two

Holt units: Cells, Heredity, and Classification (the biological science unit;

subsequently referred to as Cells) and Introduction to Matter (the

physical science unit; subsequently referred to as Matter), which were



FIGURE 6 Study design overview. Left shows the contexts and curricula types in which the two randomized control trials were implemented, the
conditions for each randomized control trial, and the features that varied across conditions (curriculum changes and teacher professional
development). The right show the key variables used in data analysis. URM = underrepresented minority [Colour figure can be viewed at
wileyonlinelibrary.com]
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taught at the beginning of the seventh and eighth grade school years,

respectively.

2.2.2 | Hands‐on

The hands‐on curriculum was also one that is commonly used at the

middle school level, the Full Option Science System (FOSS; developed

by The Lawrence Hall of Science). In comparison with the Holt

curriculum, learning in the FOSS curriculum occurs primarily within

and surrounding the activities rather than through reading. We report

here results from two FOSS units: Diversity of Life (the biological

science unit; subsequently referred to as Life) and Weather and Water

(the physical science unit; subsequently referred to as Water). Both

Life and Water were taught in the participating districts during the

sixth grade school year, but at varying times across schools because

they rotated the kits from school to school during the year.
2.3 | Participants

Participants in the textbook curriculum came from 97 schools in one

urban district in the northeast of the United States. Given high year‐

to‐year turnover in teachers and teaching assignments, the study

involved 229 teachers across the two cohorts of students and two

grade levels. Participants in the hands‐on curriculum came from 116

teachers in 65 schools from 6 urban school districts in two different

cities in a southwestern state in the United States. There were

equivalent student attrition rates (enrolled but did not complete the

end‐of‐unit test) of approximately 10% per year across conditions for

both curricula. Teacher attrition rate from year to year was higher

and more variable across curricula, with approximately 40% of

teachers of the Hands‐on curriculum and 50% of the teachers of the

Textbook curriculum not completing the second year, primarily due

to changes in teaching assignments within and between schools.

The (typical) relatively high attrition/reassignment rate in urban

districts from year to year meant that there were a greatly reduced

number of teachers who taught the given unit for a second time.

Therefore, to examine the relative intervention effects as a function

of teachers' experience implementing the curriculum, we collapse stu-

dents of teachers who entered the study in the second cohort of
students with all students in the first cohort. We also did so for stu-

dents in the control condition because the teachers who remain stable

may be systematically different. In the textbook RCT, this aggregation

approach produced approximately 6,400 students who were consid-

ered part of the first year of implementation (across conditions) and

approximately 3,200 students in the second year of implementation

(across conditions). In the hands‐on RCT, the corresponding numbers

were approximately 7,600 students in the first year and approximately

4,200 students for the second year of implementation.

To examine effects separately by context (high vs. low proportion

of URM), the data from each implementation year were divided into

subgroups by the teacher's proportion of URM students (greater or less

than .80; other cutoffs produced similar results). Table 1 presents the

number of students within each subgroup for each curricular module.

Table 1 also includes critical individual demographic variables that pre-

viously have been associated with student test performance in science:

gender, disadvantaged (student received free or reduced‐price lunch),

English language learners, previous achievement (average score in

reading andmathematics on state tests), URM status (African American,

Hispanic/Latino, and Native American), and disability status.

The study was approved by institutional IRBs. Teachers provided

consent for their data, presented here in abbreviated form. The child

data qualified as Exempt and therefore did not require parental

consent. Parents were sent an informational letter, as recommended

best practice.
2.4 | Materials and procedure

2.4.1 | Cognitive science condition

The cognitive science‐based intervention incorporated three major

components as described in the introduction—case comparisons, visu-

alization exercises, and spaced testing in the form of daily warm‐up

questions and repeated/delayed questioning on quizzes and tests—

that were interleaved into the base curricular units. Research on mis-

conceptions informed the selection of which concepts needed the

most support. Table 2 displays the number of class meetings (days) that

included each component of the intervention and lists the specific days

for one of the units. As can be seen, the intervention served as a

http://wileyonlinelibrary.com


T
A
B
LE

1
St
ud

en
t
ch

ar
ac
te
ri
st
ic
s
by

un
it
,i
m
pl
em

en
ta
ti
o
n
ye

ar
,a

nd
re
la
ti
ve

pr
o
po

rt
io
n
o
f
U
R
M
s
in

th
e
cl
as
sr
o
o
m

H
ig
he

r‐
U
R
M
‐p
ro
po

rt
io
n

cl
as
se
s
n
=
3
,6
8
7

Lo
w
er
‐U

R
M
‐p
ro
po

rt
io
n

cl
as
se
s
n
=
2
,7
8
2

H
ig
h
er
‐U

R
M
‐p
ro
p
o
rt
io
n

cl
as
se
s
n
=
4
,1
2
5

Lo
w
er
‐U

R
M
‐p
ro
p
o
rt
io
n

cl
as
se
s
n
=
2
,2
9
0

T
ex

tb
o
o
k‐

ba
se
d

C
el
ls

1
st

ye
ar

im
pl
em

en
te
d

P
o
st
te
st

sc
o
re

M
=
7
.5
;
SD

=
3
.3

M
=
9
.6
;
SD

=
3
.7

M
at
te
r

P
o
st
te
st

sc
o
re

M
=
7
.6
;
SD

=
3
.4

M
=
9
.3
;
SD

=
3
.7

P
er
ce
nt

U
R
M

9
6

4
9

P
er
ce
nt

U
R
M

9
6

5
2

F
em

al
e
(%

)
5
0

5
1

F
em

al
e
(%

)
4
9

4
9

D
is
ad

va
nt
ag
ed

(%
)

8
9

7
4

D
is
ad

va
nt
ag
ed

(%
)

8
8

9
2

E
ng

lis
h
le
ar
ne

rs
(%

)
1
3

2
3

E
ng

lis
h
le
ar
ne

rs
(%

)
7

1
0

z
pr
ev

io
us

ac
hi
ev

em
en

t
M

=
−
0
.1
;
SD

=
0
.8

M
=
0
.4
;
SD

=
0
.9

z
pr
ev

io
us

ac
hi
ev

em
en

t
M

=
−
0
.2
;
SD

=
0
.9

M
=
0
.2
;
SD

=
0
.9

D
is
ab

ili
ty

(%
)

1
2

1
0

D
is
ab

ili
ty

(%
)

1
5

1
4

H
ig
he

r‐
U
R
M
‐p
ro
po

rt
io
n

cl
as
se
s
n
=
1
,8
4
0

Lo
w
er
‐U

R
M
‐p
ro
po

rt
io
n

cl
as
se
s
n
=
1
,3
0
2

H
ig
h
er
‐U

R
M
‐ p
ro
p
o
rt
io
n

cl
as
se
s
n
=
1
,7
2
1

Lo
w
er
‐U

R
M
‐p
ro
p
o
rt
io
n

cl
as
se
s
n
=
1
,5
4
7

2
nd

ye
ar

im
pl
em

en
te
d

P
o
st
te
st

sc
o
re

M
=
7
.8
;
SD

=
3
.5

M
=
9
.1
;
SD

=
3
.8

P
o
st
te
st

sc
o
re

M
=
8
.5
;
SD

=
3
.7

M
=
1
0
.3
;
SD

=
3
.8

P
er
ce
nt

U
R
M

9
6

5
1

P
er
ce
nt

U
R
M

9
6

4
7

F
em

al
e
(%

)
4
7

4
9

F
em

al
e
(%

)
4
8

4
8

D
is
ad

va
nt
ag
ed

(%
)

6
6

6
3

D
is
ad

va
nt
ag
ed

(%
)

6
9

6
5

E
ng

lis
h
le
ar
ne

rs
(%

)
6

1
1

E
ng

lis
h
le
ar
ne

rs
(%

)
7

1
1

z
pr
ev

io
us

ac
hi
ev

em
en

t
M

=
−
0
.1
;
SD

=
0
.8

M
=
0
.3
;
SD

=
0
.9

z
pr
ev

io
us

ac
hi
ev

em
en

t
M

=
−
0
.1
;
SD

=
0
.9

M
=
0
.4
;
SD

=
0
.9

D
is
ab

ili
ty

(%
)

1
6

1
4

D
is
ab

ili
ty

(%
)

1
5

1
0

H
ig
he

r‐
U
R
M
‐p
ro
po

rt
io
n

cl
as
se
s
n
=
2
,5
9
6

Lo
w
er
‐U

R
M
‐p
ro
po

rt
io
n

cl
as
se
s
n
=
4
,9
8
3

H
ig
h
er
‐U

R
M
‐p
ro
p
o
rt
io
n

cl
as
se
s
n
=
2
,7
2
8

Lo
w
er
‐U

R
M
‐p
ro
p
o
rt
io
n

cl
as
se
s
n
=
4
,9
2
9

H
an

ds
‐o
n

Li
fe

1
st

ye
ar

im
pl
em

en
te
d

P
o
st
te
st

sc
o
re

M
=
8
.3
;
SD

=
3
.0

M
=
1
0
.2
;
SD

=
3
.4

W
at
er

P
o
st
te
st

sc
o
re

M
=
8
.1
;
SD

=
2
.9

M
=
1
0
.2
;
SD

=
3
.3

P
er
ce
nt

U
R
M

9
2

4
3

P
er
ce
nt

U
R
M

9
2

4
2

F
em

al
e
(%

)
5
1

4
9

F
em

al
e
(%

)
5
1

4
9

D
is
ad

va
nt
ag
ed

(%
)

8
0

4
5

D
is
ad

va
nt
ag
ed

(%
)

8
1

4
5

E
ng

lis
h
le
ar
ne

rs
(%

)
1
2

2
8

E
ng

lis
h
le
ar
ne

rs
(%

)
1
1

8
z
pr
ev

io
us

ac
hi
ev

em
en

t
M

=
−
0
.2
;
SD

=
0
.8

M
=
0
.1
;
SD

=
0
.9

z
pr
ev

io
us

ac
hi
ev

em
en

t
M

=
−
0
.2
;
SD

=
0
.9

M
=
0
.1
;
SD

=
1
.0

D
is
ab

ili
ty

(%
)

8
7

D
is
ab

ili
ty

(%
)

8
7

H
ig
he

r‐
U
R
M
‐p
ro
po

rt
io
n

cl
as
se
s
n
=
9
4
4

Lo
w
er
‐U

R
M
‐p
ro
po

rt
io
n

cl
as
se
s
n
=
3
,1
5
1

H
ig
h
er
‐U

R
M
‐p
ro
p
o
rt
io
n

cl
as
se
s
n
=
1
,2
1
6

Lo
w
er
‐U

R
M
‐p
ro
p
o
rt
io
n

cl
as
se
s
n
=
3
,2
3
5

2
nd

ye
ar

im
pl
em

en
te
d

P
o
st
te
st

sc
o
re

M
=
8
.6
;
SD

=
3
.0

M
=
1
0
.2
;
SD

=
3
.4

P
o
st
te
st

sc
o
re

M
=
8
.0
;
SD

=
2
.9

M
=
1
0
.0
;
SD

=
3
.2

P
er
ce
nt

U
R
M

9
2

4
4

P
er
ce
nt

U
R
M

9
2

4
4

F
em

al
e
(%

)
5
0

4
9

F
em

al
e
(%

)
5
1

4
9

D
is
ad

va
nt
ag
ed

(%
)

4
2

3
4

D
is
ad

va
nt
ag
ed

(%
)

3
5

3
3

E
ng

lis
h
le
ar
ne

rs
(%

)
5
4

2
5

E
ng

lis
h
le
ar
ne

rs
(%

)
6
0

2
4

z
pr
ev

io
us

ac
hi
ev

em
en

t
M

=
−
0
.3
;
SD

=
0
.8

M
=
0
.1
;
SD

=
0
.9

z
pr
ev
io
us

ac
hi
ev
em

en
t

M
=
−
0
.3
;
SD

=
0
.8

M
=
0
.1
;
SD

=
0
.9

D
is
ab

ili
ty

(%
)

1
0

7
D
is
ab

ili
ty

(%
)

9
7

N
ot
e.
U
R
M

=
un

de
rr
ep

re
se
nt
ed

m
in
o
ri
ty
.

SCHUNN ET AL. 231



TABLE 2 Days modified by cognitive science intervention

Intervention component Percentage (# of days/# of days total) Specific days

Case comparisons 29 (14/48) 1, 2, 3, 4, 11, 12, 13, 14, 23, 24, 35, 36, 44, & 45

Visualization exercises 31 (15/48) 1, 6, 7, 15, 16, 17, 19, 20, 25, 27, 28, 30, 33, 37, & 46

Warm‐up questions 88 (42/48) 1–8, 10–21, 23–30, 32–40, 42–47

Assessments (quizzes/tests) 10 (5/48) 9, 22, 31, 41, & 48
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supplement to the standard curriculum, not as a replacement, but total

time on the unit was controlled across conditions. Case comparisons

were designed to better set up the instruction found within each

chapter (textbook) or extended investigation (hands‐on), whereas visu-

alization exercises were more dispersed as necessitated by the visual

demands of the chapters/extended investigation. The intervention

was integrated into the entire unit and its implementation took place

during the same three‐ to four‐month time span when each unit was

ordinarily delivered.

Teachers used the existing curriculum materials except (a) they

added contrasting cases (usually in the form of teacher PowerPoints

and student worksheets), (b) brief visualization exercises (similarly a

mix of PowerPoints and student worksheets) that usually directly con-

nected to visualizations already found in the existing curricular mate-

rials, although sometimes were simplified for instructional effect,

(c) daily warm‐up questions, and (d) end‐of‐section tests (some shorter

and some longer). Teachers dropped whatever tests they would have

used and whatever warm‐up questions they would have used

(if any); note that prior research suggests their own tests and warm‐

up questions would have not involved content from prior weeks of

instruction and teachers informally reported this change as well. To

keep the same total number of weeks, we also had suggestions for

content in the existing curriculum that seemed especially ineffectual

(e.g., starting a unit by singing a song about the Grand Canyon). The

teachers were given a teacher's manual that overviewed all the activi-

ties (newly inserted plus recommended existing materials) in a clear

day‐by‐day fashion.

In the summer before implementing a modified unit, teachers

attended 3 days of professional development that explained the ratio-

nale for the revised activities (the cognitive principles involved) and

how to implement those activities. Each teacher received a binder that

included a written introduction to the intervention: its scope, contents,

and goals, along with a CD of prepared PowerPoint presentations and

any specialized materials needed to complete activities in the modified

curriculum. The materials were not required scripts, but rather sugges-

tions; teachers were told they could rephrase the materials to meet the

needs of their classrooms. Teachers also attended four after‐school,

small group follow‐up sessions (one per month of the unit) to discuss

challenges and successes.

Students participated in the study via their regular science classes,

and also completed the regular textbook‐based activities and tests

included within the curriculum. Overall, the integration of the interven-

tion into the standard curriculum was seamless and it is unlikely that

students' subjective experiences were of participating in an experi-

mental curriculum. Teacher surveys confirmed that the conditions

had equivalent amounts of hours of science per week.
When new teachers moved into a cognitive science school in the

second year, they received make‐up professional development during

the summer and the school year similar to that provided in the first

year. Returning teachers were provided with a brief overview of minor

improvements to the intervention based on teacher feedback, and with

additional after‐school follow‐up sessions similar in format to those in

the first year.
2.4.2 | Active control condition

Teachers in the active control condition attended the same amount

of professional development as the cognitive science teachers (3 days

in the summer and four follow‐up after‐school sessions), but these

sessions focused on the curriculum's underlying science content,

rather than on pedagogy or principles of learning. The training ses-

sions were provided by content experts who often implement these

forms of content‐deepening training for teachers (e.g., university fac-

ulty and museum educators) and were designed for teachers as adult

learners. These teachers did not receive any modifications to the

standard curriculum. Such a control condition is policy relevant in

that science teachers often experience such relatively brief content‐

deepening professional development experiences in the summer or

during the school year (Garet, Porter, Desimone, Birman, & Yoon,

2001). However, the primary purpose of this condition for the study

was to rule out attributing any benefits of the cognitive science

condition to a Hawthorne effect (i.e., improvements that stem from

teacher perceptions of being in an experimental or higher quality

condition), either as a function of professional development involve-

ment or as a byproduct of participation in professional learning com-

munities (Adair, 1984; Cook, 1967; Jones, 1992). Teachers in this

condition self‐reported enjoying the training and said that it was

relevant to their classroom practices (Desimone & Hill, 2017).

However, the amount of content provided in this intervention is

relatively modest and thus is not a strong test of the benefits of

teacher content knowledge on student learning.

Students of teachers in the content training condition attended

their scheduled science classes and completed activities included in

the standard curriculum. After the unit, students completed the

end‐of‐unit test that was standard to all three arms/conditions of our

study.

When new teachers moved into a content arm school in the

second year, they received make‐up professional development during

the summer and the school year, similar to that provided in the first

year. Returning teachers were provided additional content training

matched in duration to the follow‐up training provided to the cognitive

science teachers.
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2.4.3 | Business‐as‐usual condition

Teachers in the business‐as‐usual control arm received neither profes-

sional development nor the modified curriculum, but they consented

to and were made aware of their participation within the larger study.

Students attended their scheduled classes, completed only the activi-

ties included in the standard curriculum, and then completed our

end‐of‐unit test. Teacher surveys verified that teachers implemented

the core curricula and did not use any of the cognitive science

modifications.
2.4.4 | End‐of‐unit tests

The end‐of‐unit assessments each involved 18 questions related to

the curricular content (see online Appendix for a posttest for one of

the curriculum units). The questions for each unit's assessment were

developed by sampling items from various item pools (released state

tests, released NAEP and TIMSS items; Porter, Polikoff, Barghaus, &

Yang, 2013). The base units and the pool of possible test items were

content analyzed using the Survey of Enacted Curriculum framework

constructed by Porter and colleagues. To avoid any potential bias in

question content or format towards the cognitive science condition,

questions were sampled using an algorithm such that the content of

the questions maximally matched the content of the base

curriculum (i.e., with no regard to the modifications). The tests

showed good reliability given the diversity of content embedded in

each test (Cronbach α's ranged from .65 to .74; mean α = .70).

Students in all conditions completed the test around the same time

for a given unit.
2.4.5 | Fidelity of implementation

Teachers across all conditions completed surveys at the end of each

instructional unit to document amount of instructional time and the

extent to which they implemented the cognitive science principles in

their instruction. For the two control conditions, this assessed the pos-

sibility of leakage across conditions, and for the cognitive science con-

dition, this assessed fidelity of implementation. The surveys

emphasized the importance of honest reporting for the scientific goals

of the study, and questions were worded to avoid the appearance of

only one socially acceptable response (e.g., by providing contextually

reasonable factors for nonimplementation). The methods for develop-

ing and validating the survey, along with the key findings, are pre-

sented in depth in Desimone and Hill (2017). Overall, these data

showed that teachers generally implemented the conditions as

designed. In addition, Cognitive Science condition teachers' classrooms

were visited at least once during implementation in two of the school

districts, often across multiple days, and fidelity of implementation in

these visits was observed to be high.
1These categories are the ones defined by the federal government in the United

States. Underrepresented refers to ethnicities underrepresented in science: Afri-

can American, Latinx/Hispanic, Native American, and Pacific Islander. Disadvan-

taged refers to income levels that qualify the student for free or reduced lunch at

school.
2.5 | Statistical approach

2.5.1 | Modeling the effects of our intervention

To develop an effective statistical approach for this complex situa-

tion but avoid Type I errors from broad model search, the hierarchi-

cal model analytic approach was initially explored within the Cells

unit data to determine an approach that produced good fitting
models and also stable results across many model variations. This

approach was then applied to the analysis of the other three units.

A two‐level model (students nested within teachers) was selected

because most of the schools had only one science teacher per grade

(and adding school did not account for more variance), there were

often too few classrooms per teacher to include both classroom

and teacher in the model, and teacher was a larger source of

variance than school or classroom once student predictors were

included in the model.

Each unit was modeled separately for best‐fit purposes first (i.e.,

determine significant covariates). Potential student characteristics

included underrepresented status (1 = URM), gender (1 = female),

disadvantaged status (1 = qualifies for free or reduced‐price lunch),

English learner status (1 = English language learner), disability status

(1 = reported to have a disability), and prior achievement scores (mean

of prior 2 years of math and reading state test z‐scores).1 Averaging

prior achievement scores across grades allowed students who were

missing a score on one of the four measures to be included. Further,

although math and reading scores differently predict performances

on specific questions on the end‐of‐unit test, there was little differen-

tial predictiveness for reading versus math for the summed end‐of‐unit

test score.

At the second level of our nested models, we included dummy

codes for treatment (cognitive science intervention—CogSci, or

content training—Content), and the percentage of the teacher's

students who were of a traditionally underrepresented ethnic status

(Percent URM).

2.5.2 | Taught 1 year versus 2 years

To ensure appropriate comparisons of the cognitive science interven-

tion and content training to the most relevant control condition data,

the data were split and modeled by the year of implementation

(in addition to being split by proportions of URM students within class-

rooms). Thus, the combined codes consist of dummy variables for six

mutually exclusive categories: CogSci1 indicates that students

received the cognitive science treatment when their teacher was

implementing it for the first time. CogSci2 indicates that students

received the cognitive science treatment when their teacher was

implementing it for a second time. Content1 indicates that students

were instructed by a teacher who received content training for the first

year. Content2 indicates that students were instructed by a teacher

who received content training for a second year. Control1 and

Control2 indicate that students participated in the business‐as‐usual

control when their teacher was participating for his/her first or second

year, respectively.

2.5.3 | Imputations and modeling

Although few data points were missing relative to the size of the

sample, data were missing‐not‐at‐random, which necessitated

10 imputations to be generated using Mplus Version 6.12 (Muthén
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& Muthén, 2011) with the student's teacher as the clustering

variable. In Cells for example, underrepresented status (<1% missing

out of 9,611 students), disadvantaged status (4.5%), English learner

status (<1%), disability status (6.3%), and previous achievement

(5.9%) were all imputed using those same variables along with

cohort, school, and age to impute missing cells. No imputations were

conducted for missing end‐of‐unit test scores (the dependent

measure). Imputations were then accessed by HLM 7.01

(Raudenbush, Bryk, & Congdon, 2004), which averaged results across

imputations.
3 | RESULTS

As indicated in Table 1, data were available for a variety of individual

and contextual factors to be entered in the models (e.g., the

student's gender, disability status, previous achievement scores, and

the percentage of URM students within classrooms). Means are pre-

sented for each variable for each dataset (i.e., organized by class-

room context, year of implementation, and unit). As described in

Section 2, selection of HLM models for each dataset was accom-

plished by considering both the statistical significance of the variable

in question and its contribution to the fit of the model. Given con-

text factors and curriculum differences, the same student‐level

covariates were not predictive in each dataset. But to add clarity

to the effects of the intervention across years and units within cur-

riculum type, the same model was used for both years within RCTs,

one model for higher‐proportion URM classrooms and one for lower‐

proportion URM classrooms. Thus, there were four models: (a)

higher‐URM‐proportion classrooms in the textbook‐based curricu-

lum, (b) lower‐URM‐proportion classrooms in the textbook‐based

curriculum, (c) higher‐URM‐proportion classrooms in the hands‐on

curriculum, and (d) lower‐URM‐proportion classrooms in the hands‐

on curriculum. The addition of nonsignificant variables to models

did not impact patterns noticeably; the more important benefit of

unique models per dataset is that the strength of covariate effects

could vary across datasets. The same teacher‐level model was used

in all cases, including predictors for condition and the percent of

URM in the class. Also note that combining the higher and lower

proportion URM groups and both cohorts of students in a larger

simple model produces similar overall main effects in both curricula:

a small but consistent benefit for the Cognitive Science condition

relative to the other conditions across units, that is, statistically

significant in the second cohort of students and sometimes statisti-

cally significant in the first cohort of students. However, as shown

below, the subgroups require different models and show variations

in effects.
3.1 | Higher‐URM‐proportion classrooms in the
textbook‐based curriculum

At the student level, the following model was compiled, with being

female (negative or ns2 predictor), previous achievement (positive
2ns = nonsignificant variable in some models.
predictor), and being of a URM status (negative or ns predictor)

predicting outcomes:

Scoreij ¼ β0j þ β1j
* Femaleij
� �þ β2j

* z Previous achievementij
� �

þ β3j
* URMij

� �þ rij

3.2 | Lower‐URM‐proportion classrooms in the
textbook‐based curriculum

At the student level, being female (negative or ns predictor), being dis-

advantaged (negative or ns predictor), being an English language

learner (positive or ns predictor), previous achievement (positive pre-

dictor), and being of a URM status (negative or ns predictor), were

included within the model:

Scoreij ¼ β0j þ β1j
* Femaleij
� �þ β2j

* Disadvantagedij
� �

þ β3j
* English learnerij
� �þ β4j

* z Previous achievementij
� �

þ β5j
* URMij

� �þ rij

3.3 | Higher‐URM‐proportion classrooms in the
hands‐on curriculum

At the student level, being female (negative or ns predictor), previous

achievement (positive predictor), being of a URM status (negative or

ns predictor), and having a disability (negative or ns predictor) were

included within the model:

Scoreij ¼ β0j þ β1j
* Femaleij
� �þ β2j

* z Previous achievementij
� �

þ β3j
* URMij

� �þ β4j
* Disabilityij
� �þ rij

3.4 | Lower‐URM‐proportion classrooms in the
hands‐on curriculum

At the student level, being female (negative or ns predictor), being

economically disadvantaged (negative or ns predictor), being an

English language learner (negative or ns predictor), previous

achievement (positive predictor), and being of a URM status (negative

predictor) were included within the model:

Scoreij ¼ β0j þ β1j
* Femaleij
� �þ β2j

* Disadvantagedij
� �

þ β3j
* English learnerij
� �þ β4j

* z Previous achievementij
� �

þ β5j
* URMij

� �þ rij

3.5 | The impact of treatment on specific students in
specific contexts

The observed statistical patterns varied considerably across curricula

and classroom types, but were relatively similar across units within a

curriculum. Table 3 presents all eight models. Figure 7 presents the

estimated effect of being in a cognitive science condition classroom

relative to being in a control condition classroom. This pattern was

robust to variations on the models that did not include covariates.

The dependent variable is a gamma coefficient, similar to a beta

coefficient, but so named because it is at Level 2 of the model. A

gamma of 2 can be interpreted as correctly answering two more
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FIGURE 7 The cognitive intervention effect on posttest relative to control for each unit, time point, and subgroup (with SE bars and # of teachers
included in analyses). The y axis is the gamma coefficient from the Hierarchical Linear Modeling model contrasting the effects against the control
condition, and the units are thus the difference in mean number of items correct on the posttest. URM = underrepresented minority
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questions correctly on the 18‐item posttest, controlling for all other

covariates. Taking into account the standard deviations of the

posttest scores within each implementation and classroom context

subgroup (see Table 1), the largest condition effects in the

textbook curriculum correspond to an effect size of approximately

0.5, and the largest condition effects in the hands‐on curriculum

corresponds to an effect size of approximately 0.4 (see Table 3 for

all effect sizes).

When added to the textbook‐based curriculum, the cognitive

intervention predicted better scores than control for students in

lower‐URM‐proportion classrooms, particularly when the teacher

was implementing for the second time.3 However, the cognitive

intervention did not predict higher scores relative to control in

higher‐URM‐proportion classrooms in either implementation year for

either unit of the textbook‐based curriculum—effects were either zero

or nonsignificantly negative (ps > .2).

Patterns in the hands‐on curriculum were more complex. In the

lower‐URM‐proportion classrooms, the intervention predicted higher

scores in the first year but not in the second. This effect was statisti-

cally significant only in the Water unit but close to significant and in

the same direction for the Life unit. The intervention did predict higher

scores in higher‐URM‐proportion classrooms, but only in the second

year. This time, the effect was statistically significant only for the Life

unit, but again, the pattern was similar for the other unit.

As shown in Table 3, scores were not positively predicted by the

teacher's participation in the active control condition (content train-

ing). In fact, in several cases, scores were negatively predicted (at

least marginally) by this training. Although this small negative effect
3The marginal gamma coefficient found for the CogSci2 condition in Year 2 of

Matter is likely due to low power. It included only 7 teachers and 401 students.
was found in three of the eight models, the most commonly

observed effect was a null effect for content training. Overall, this

pattern of results suggests (a) that the benefits of the cognitive sci-

ence intervention could not be explained as a Hawthorne effect

and (b) that the second‐year cognitive science benefits could not be

explained by a selection artifact of teachers who remained for two

consecutive years being more willing or better able to take up new

approaches.
3.6 | Individual‐level predictors across models

As can be seen in Table 3, only previous achievement positively pre-

dicted scores consistently across our eight models: Higher z–scored

previous achievement predicted higher scores for both groups of stu-

dents in both types of classrooms. By contrast, many factors differed

across models, highlighting the importance of building different models

across datasets. One of the most salient differences between our

models is the directional difference in predictions when students are

English language learners. Being an English learner within a lower‐

URM‐proportion classroom in the textbook‐based curriculum predicts

higher scores (particularly in the taught once group for Cells but the

nonsignificant trend appears in the other three models as well). In

contrast, being an English language learner within a lower‐URM‐pro-

portion classroom in the hands‐on curriculum predicts lower scores

(particularly in the taught twice group of both units). But there were

also a number other differences across contexts in which predictors

mattered. For example, whereas being English learners or disadvan-

taged predicted scores in lower‐URM‐proportion classrooms,

they did not in higher‐URM‐proportion classrooms across curricula

and years.
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4 | DISCUSSION

Overall, the intervention based on four principles taken from

cognitive science produced learning benefits for both textbook

science in a large urban school district and hands‐on science in

various urban districts in the southwest. The size of the effects

varied, but combination of modifications based on the four cognitive

science principles sometimes enhanced, and never hurt, learning.

This evidence adds to the knowledge gained from small‐scale studies

in the cognitive science of education, often focused on a single

principle, which have indicated the importance of the principles

taken alone and implemented by experimenters. We can now

see some evidence of effectiveness in realistic classroom contexts

as implemented by practicing teachers over larger units of

curriculum than previously studied. That is, there is now evidence

of significant cumulative impact of these four principles as a set.

However, it is possible that some of the four principles did not

add value in this observed effect. Separate studies and/or

separate analyses could address the effectiveness of single

principles, and we have analyzed this data set more intensively to

show the impact of the visualization exercises on student's ability

to extract information from Diagrams (Cromley et al., 2016). There

could also be evaluation of packages that added fifth or sixth

principles, or of entirely different packages of modifications. Such

efforts should be the focus of the next wave of research on the

use of cognitive science in modifying curriculum in real‐world

settings.

By contrast, an active control group using short‐term enhance-

ment of content knowledge did not show the same pattern

compared with business‐as‐usual, indicating that the effects of the

enhanced curriculum were not due to Hawthorne effects (i.e., bene-

fits from any kind of perceived support/change) or to characteristics

of teachers who participate in curriculum modifications. Additionally,

data from the active control group suggest that providing teachers

with a modest amount of increased background knowledge is not

an effective strategy for improving student performance. We

suspect that the amount of content training was inadequate to

develop teachers' content knowledge in a significant way. Further,

teachers were likely uncertain as to how to integrate this new

knowledge into their classroom practices. Perhaps content training

coupled with pedagogical training could have improved their ability

to apply the content that they did learn. In any case, the current

results do not support districts implementing content‐deepening

reform efforts if the amount of such content deepening is limited

to 20 hr or less. This point does have high policy relevance, as

districts attempting to implement their own content deepening for

the common case of underprepared middle school science teachers

will likely only have resources for 20 or fewer hours of professional

development.

Despite the general support for using cognitive science

principles, however, there were important policy‐relevant differences

in the evidentiary support for which kinds of situations are likely to

benefit from such curricular interventions. We discuss these

differences in the light of the contextual factors mentioned in

Section 1.
4.1.1 | Immediate versus delayed effects

The effects of the intervention were not generally larger or more likely

to be significant in the second year of implementation. Thus, there was

some indication that our expectations that teachers might need time to

become comfortable with the intervention were not correct. For

low‐proportion URM classrooms in the textbook curriculum imple-

mented in the large urban school district, benefits were generally

found in the first year of implementation, with only modest profes-

sional development support. In addition, one of the two significant

effects in the data from the hands‐on approach in the southwest state

came in the first year of implementation. We suspect that the relatively

rapid success of the intervention partly rests on its design with teacher

resources and materials that made it directly implementable. In sur-

veys, teachers reported implementing the intervention as described

to them (which also matched our informal classroom observations)

and they reported valuing the well‐structured organization of the

materials (Desimone & Hill, 2017).
4.1.2. | Type of curriculum and learning context

For textbook science as implemented in a large urban district in the

Northeast, consistent evidence of benefits appears only in classrooms

with lower proportions of underrepresented students (below 80%). For

hands‐on science as implemented in several Southwestern districts,

evidence of benefits appears in classrooms with both higher and lower

proportions of underrepresented minorities. Although there is some

variation in statistical significance of the condition effect across units

within implementation year and learner group for hands‐on science

(see Figure 7), note that the gamma estimates for the condition effects

are generally remarkably stable in size across units.

Evidence for percent URM as a contextual factor rather than an

individual factor in the textbook curriculum in the large urban district

comes from the fact that percent URM in the classroom had a clear

negative effect on student learning outcomes, even within

subgroups and even when controlling for URM status at the individual

level (i.e., non‐URM students performed at lower levels in higher

proportion URM classrooms than in lower URM classrooms). Further,

URM students in general did not benefit less from the cognitive

science condition than did non‐URM students—it was the context

and not the student level that moderated the effect.

Why did proportion of URM students matter in the large urban

school district, although not in the parallel study? One key reason

may be that poverty levels were quite high in the large urban district

used for the textbook science interventions (see data on free and

reduced lunch in Table 1). There may be specific classroom conditions

faced by students and teachers in these high URM and high poverty

contexts. Desimone and Hill's (2017) report of data from teachers in

this study suggests some of the debilitating factors within these

higher‐proportion classrooms, and we also have some good ideas from

prior research. These factors include disruptive interruptions and

behavioral issues (Abel & Sewell, 1999; Ingersoll, 2004), resources

available to these classrooms and to these students outside of school

(Songer, Lee, & Kam, 2002), and teachers being new and/or less pre-

pared (Ingersoll, 2004; Shen, 1997). These are organizational, adminis-

trative issues that likely need to be addressed in conjunction with
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interventions targeting learning processes in order to see improve-

ments (Cochran‐Smith, 2005; Haberman, 1991; Quartz & TEP

Research Group, 2003). That is, it is unlikely that any pedagogy‐based

intervention can provide an impact great enough to overcome these

larger problems. The needs of some students might be met with only

the principles of cognitive science, but various other problems likely

need to be addressed through other kinds of interventions in conjunc-

tion with principles of cognitive science.
4.2 | Implications for applied cognitive research

In applying basic science to practical situations, there is often a ques-

tion of translation or operationalization. In this work with curriculum

materials, there were many possible ways principles could be imple-

mented in the materials. We used extensive pilot testing to find imple-

mentation variations that matched the particular curriculum content

and were feasibly implemented by teachers; the Appendix contains

examples of the materials to provide worked examples of our

approach. Because the exact details varied substantially across unit

subsections (e.g., different kinds of visualization exercises and con-

trasting case organization), it is unlikely that our results depend upon

one particular implementation approach.

Although large field trials to evaluate effectiveness are common

(Sternberg et al., 2006), there are also concerns about RCTs focused

only on general effectiveness questions (Burtless, 2002; Cook &

Payne, 2002). From a policy perspective, there is the question of

whether the interventions work for a wide range of curricula, students,

and contexts. For example, an intervention might work especially well

or especially poorly for at‐risk students or for curricular materials with

high complexity. Analysis of the effectiveness of interventions by

subgroup is particularly important because state, district, school, and

teacher performances are often calculated separately for various

subgroups. There are many schools in the United States, for example,

in which performance overall is deemed to be “failing” because of the

relatively weak performance of only one subgroup. Individuals making

education policy decisions need to make these decisions based on the

best available evidence for their specific context: choosing interven-

tions that have low efficacy for their type of curriculum or context is

not sensible.

The current results used a new method for analyzing context

variation of effects; rather than simply testing main effects and interac-

tions in a single model, separate models were created for key policy‐

relevant variables. We argue that such a new approach is required

for complex HLM models applied to complex real‐world data in which

(a) learner characteristics are far from evenly distributed across

teachers; (b) covariates have differential value across learning con-

texts; and (c) disruptive factors are highly variable across learning con-

texts. To use the traditional single‐model approach both misrepresents

the data and misses important patterns/phenomena of relevance to

theory and practice. The main reason for using the single‐model

approach is to avoid Type I errors. Looking for replications (as done

here) across units addresses this concern. Further, all research

methods should carefully consider the tradeoffs between Type I and

Type II statistical errors; indeed, traditional interaction analyses are
underpowered because high variability in any of the cells will render

the effect nonsignificant.

We were unable to conduct more than two large RCTs, as would

be required to examine questions such as whether the cognitive sci-

ence modifications work differently for a textbook curriculum in a rural

setting or in a prosperous suburban school district. The sheer scope of

such work is daunting, but the present pattern of results shows that

efforts in this direction are necessary. The key strategy should be to

aim to identify general principles of facilitators and barriers to success-

ful implementation, given this evidence that the principles package can

sometimes work, and never seems to hurt. Identifying and defining

these factors, and quantifying their impact, would afford us the oppor-

tunity to prioritize and to direct our reform efforts more effectively.

For example, studies of this size could block random assignment based

on the percentage of underrepresented students, match students in

higher‐ and lower‐URM classrooms, and collect multiple measures of

contextual factors (class‐based, school‐based, and district‐based) to

investigate further what types of obstacles teachers/students face

and whether those challenges are largely responsible for null effects.

Such research would provide administrators with clearly executable

suggestions for improvement, and potentially quantify the distribution

of responsibility when students are not performing at desired levels.
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