Unpacking the temporal advantage of distributing complex visual displays
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Abstract

Spatial arrangement of information can have large effects on problem solving. Although such effects have been observed in various domains (e.g., instruction and interface designs), little is known about the cognitive processing mechanisms underlying these effects, nor its applicability to complex visual problem solving. In three experiments, we showed that the impact of spatial arrangement of information on problem solving time can be surprisingly large for complex real world tasks. It was also found that the effect can be caused by large increases in slow, external information searches (\textit{Experiment 1}), that the spatial arrangement itself is the critical factor and the effect is domain-general (\textit{Experiment 2a}), and that the underlying mechanism can involve micro-strategy selection for information encoding in a response to differing information access cost (\textit{Experiment 2b}). Overall, these studies show a large slowdown effect (i.e., approximately 30\%) that stacking information produces over spatially distributed information, and multiple paths by which this effect can be produced.
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1. Introduction

Ten years ago, Grudin (2001) pointed out that “the amount of accessible information is rapidly overloading the displays [single 17-inch monitors], which have not grown at the same pace” and software supporting the partition of digital information has grown even less quickly. These days, large displays and multiple monitors are even more affordable and now prevalent in homes and offices and thus, questions are emerging around whether the newly developed visual displays promote work efficiency, whether we know how to effectively use them, and whether designers have working principles and knowledge to design hardware and software that support people using large screens.

Many researchers have examined the ways in which users interact with large displays and the performance benefits users gain in using large rather than small displays for the completion of various tasks, such as spatial orientation, reading comprehension, sense-making (i.e., integrating data or experiences to anticipate future events), programming, and window management (Andrews et al., 2010; Bailey et al., 2008; Grudin, 2001; Mynatt et al., 1999; Robertson et al., 2005; Tan et al., 2003, 2004). These studies often found that large displays are better (for a review: Czerwinski et al., 2006). However, while many people have adopted dual or large screens, others are now spending less time using large monitors or have removed desktops entirely from their work and home, relying instead on the smaller screens found in high-powered ultra-light laptops, multi-touch display tablet computers and Internet-enabled smartphones. Is this move to smaller screens detrimental to work efficiency or have new software conventions been found to mitigate the need for larger displays?

Some research suggests that larger displays are not always beneficial to problem solving. In Kroft and Wickens (2002),
student pilots who were required to use a large integrative display superimposing two different maps were significantly slower in answering questions exclusively relevant to just one map, but faster and more accurate when given integrative questions (i.e., questions that must be answered by combining information from two maps). Critically, the pattern of results suggests that the issue is likely not the size per se but the spatial organization and its fit to the task at hand—the previously observed effects of raw display size are likely caused by the different organizations of given information that different display sizes tend to require (Jang et al., 2011). It is likely that data should be shown in a way that assists timely perception, information integration, and comprehension. For these reasons, the spatial organization of information displays is an essential topic that needs to be explored further.

1.1. Spatial organization of visually presented information

Past work on the spatial organization of information displays has focused on whether information is presented in an integrative or a separated manner. Integrative displays combine multiple sources of information into a single source. The practical benefit of integrative displays has been shown in many domains including mathematics instruction, way finding, and flight cockpit systems (Kroft and Wickens, 2002; Ni et al., 2006; Sweller et al., 1990; Wickens, 2000; Wickens et al., 2000; Yeh and Wickens, 2001). Across these lines of work, there is general consensus that having all relevant information in a single display (i.e., integrative displays) is better than having information in a separated format, especially for problems that require integration across information sources (i.e., integrative tasks). For example, when students study a worked-out example to learn geometry, text instruction and organization.

Note that there is also a different but closely related aspect of display organization relevant to integrative tasks when fully integrated displays are not possible: spatially distributed displays (i.e., when information sources are presented side-by-side) versus stacked displays (i.e., when information sources are sitting on top of one another in a fully overlapped manner thus only the top source fully visible). For example, when a meteorologist attempts to make a forecast by integrating information from a large number of maps (e.g., air pressure, wind speed, and cloud distribution maps by the unit time- and height-interval), a single integrative display is not a practical option because superimposing even three such information-rich maps would be enough to make the display too cluttered to search and perceive critical information. In this case, a separated but spatially distributed display can be a promising alternative. For such cases, preliminary research has found that spatially distributed displays are better than spatially stacked displays (Jang et al., 2011; Wickens and McCarley, 2008). The observed benefits included greater understanding of information, lower error rates, higher accuracy, and shorter problem solving time.

1.2. Teasing apart display size, organization, and density

To position the current study within the visual display literature and to clearly discuss underlying mechanisms, we define three important inter-related dimensions of visual displays: size, organization, and density. Display size refers to the physical size of a display, ranging from large projection displays to small smartphone displays. Display organization refers to the spatial arrangements of information windows/pages when multiple information sources are available. We posit three types of spatial organization as discussed in the previous section: integrative, distributed, and stacked (Fig. 1). The stacked displays tested in the current study specifically refer to true hiding (i.e., information sources perfectly overlapped on top of one another) instead of partial stacking (e.g., overlapping windows on a computer screen). A form of partial stacking with interactive user manipulation deploys other factors to consider such as the degree of stacking, the degree of user controllability, and user’s display manipulation strategy, which can be explored in future studies once the 100% overlapping case is better understood. Display density is defined as “the number of characters divided by the total number of text spaces available on a computer screen” (Staggers, 1993) and thus it often depends on display size and organization.

The three display dimensions can be manipulated separately or together. Tan et al. (2004), for example, manipulated only display size. They compared the effectiveness of an 18” desktop monitor against a 76” wide by 57” tall projected image on a wall in performing 3D navigation tasks, holding the visual angle and display density constant. They found that large displays induced more effective egocentric strategies to perform navigation tasks presumably due to a better sense of presence. Bly and Rosenberg (1986) manipulated display organization alone by comparing tiled vs. overlapping windows and found that tiled windows are better for tasks that require little window manipulation, while overlapping windows are better for tasks that require more window manipulation. By comparison, Staggers (1993) manipulated display density holding display size constant, but also changing organization to achieve this contrast. She compared low-, moderate-, and high-density screens by controlling the amount of information shown per screen. High density took the form of an integrative display whereas moderate and low densities were displayed in a stacked manner. She found that clinical nurses performed target-searching tasks
faster on high-density screens than moderate or low, with no difference in mean accuracy and subjective satisfaction. Unlike these prior studies, the current paper evaluates two types of spatial organization (i.e., distributed vs. stacked), holding display density constant (Fig. 2). The density is equivalent across distributed and stacked displays because the ratio of the amount of visible information to the display size is constant (e.g., twice as much information shown across twice as large a display). Considered another way, distributed vs. stacked naturally varies both organization and display size (when density is held constant), whereas integrated vs. distributed (or stacked) naturally varies organization and density. Previous and current studies’ descriptive positions across the three dimensions are summarized graphically in Fig. 2.

Although the display density is constant across distributed and stacked displays, there are two other factors that emerge when manipulating spatial organizations: display resolution and distribution ratio. Display resolution is highly relevant to the physical display size as large displays can show the same amount of information at a greater resolution relative to small displays. The importance of spatial resolution on problem solving performance has been found in prior studies (Kroft and Wickens, 2002; Wickens et al., 2000). Specifically, Kroft and Wickens (2002) compared large integrated and small integrated displays and found a sizable effect of resolution. With the larger display, responses were faster and 12% more accurate regardless of question types (i.e., whether the question requires information integration or not). In the
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Fig. 1. Three types of display organization. The image of a stacked display here presents partially overlapped contents to reveal what was stacked but the two contents should be imagined as fully overlapped.

Fig. 2. Descriptive positions of previous and current studies on the dimensions of display size, organization and density.
current study, both display density and resolution are kept constant within each experiment. Across experiments, however, display resolution varied. For example, the stacked display in Experiment 2a (i.e., a full screen) was four times larger than the stacked display in Experiment 2b (i.e., a quadrant of the screen). Although it is a minor focus in the current study, the effect of display resolution is of great interest in the field, and therefore it is analyzed and discussed at the end of Experiment 2b from the perspective of the current data.

More central to the study of stacked vs. distributed displays is the distribution ratio, which is the ratio of a stacked page to the number of pages that are shown in the distributed view. For example, the ratio is 1:2 when reading a pdf document in a single page display vs. in a two-page display. Then the question becomes, how large do distribution ratios need be to show an effect on performance? Presumably, larger distribution ratios produce larger effects, up to some ceiling. But it is pragmatically important to find the minimum ratio that produces a benefit because displays that can support 1:40 distribution ratios are not always handy or possible.

Further, the role of distribution ratio is theoretically important, because the distribution ratio may affect a user’s cognitive strategy, which may shift the locus of the effect. For example, when using stacked displays, turning 60 pages (Experiment 1) instead of 20 pages (Experiment 2a and 2b) is a sizable difference and the distribution ratio (1:60 or 1:20) may contribute to the overall disproportionate slowdown by affecting the time point at which the slowdown begins. Using stacked displays, participants could learn that page turning and regressions to previous pages can be a burden after they have processed a few pages (i.e., the effect may depend upon within-task feedback). Other participants may immediately predict the cumbersome nature of page turning and regressions and thus decide to slow down from the very beginning (i.e., the effect may be prediction based). Whether prediction-based or feedback-based, the overall size (rather than timing) of the slowdown is expected to be dependent upon the distribution ratio.

1.3. Exploring underlying mechanisms

The benefits of large displays and useful practical guidelines for design can be found in many studies (for a review: Czerwinski et al., 2006), but most of those studies did not focus on exploring possible underlying mechanisms. Both the studies of Staggers (1993) and Tan et al. (2004) were more focused on testing the efficiency of performance using different displays and on generating practical suggestions. Yet, Tan and colleagues speculated that large displays provide a better sense of presence and thus help users induce efficient navigation strategies. They also suggested the importance of cognitive cues and tested the idea with three monitors and a larger projection display (Tan et al., 2001). They had each monitor provide cognitive cues of information location and the projection display produced a sense of presence using ambient visuals and sounds (i.e., contextual cues). Users who used the augmented display had better memory retention for word pairs than those who used a desktop with a single monitor. Although they tested an underlying mechanism (i.e., cognitive cues), the studies were focused on multiple visual and auditory cues found in augmented displays, and therefore not applicable to unpacking distributed vs. stacked displays comparisons.

More directly relevant to distributed vs. stacked displays, Grudin (2001) has argued for the importance of using peripheral vision and provided supporting qualitative data gained from structured interviews with multiple monitor users. Users preferred to have each monitor show a unique information source consistently (e.g., extended menus and tools for drawing always on the left monitor) and have multiple information sources partitioned and placed side-by-side rather than having a primary work window dominate the entire space across the two monitors. The use of peripheral vision may sometimes explain the differences between distributed and stacked displays in terms of having a larger space vs. a smaller space. However, in the current study, we used complex problem-solving tasks that require close examination and processing of each information source. For peripheral vision to be useful, information in the peripheral area should be simple enough to be recognized peripherally or somehow alerting to draw attention or to direct the focus of a gaze; but information in the current study was only meaningful at a high spatial frequency (text values, fine-grained line patterns) that is not detectable in the periphery, similar to many complex problem-solving scenarios (e.g., weather forecasting, intelligence analysis, and scientific data analysis). Thus, the use of peripheral vision cannot account for display organization effects in the kinds of situations studied in the current research.

Two theories have explained the underlying mechanisms for the benefit of integrative displays in terms of either differing level of extraneous cognitive load that a display format imposes (Sweller et al., 1990) or combinations of search, interface manipulation, and information access cost (Wickens and McCarley, 2008). Because of the complexity found inherently in integrative tasks, even a small increase of extraneous cognitive load that comes from information spatial arrangement can matter greatly. But this load explanation begs questions about the causes and consequences of a higher load: why does one format of display produce higher cognitive load than another, and what kinds of strategic choices do people make to compensate for higher cognitive loads?

In theory, different display formats result in differing external information access costs (i.e., the time to locate information, move the head and eyes, and encode information). According to Gray and Fu (2004), when the cost of accessing external information increases, people tend to memorize information to make it readily accessible in the head (i.e., use a memorization strategy to keep older
information accessible for integration). By contrast, when external information access cost is low, people do not bother to memorize information and instead rely on external in the world information (i.e., use a perceptual-motor strategy to recover older information). Consistent with this idea, Morgan et al., 2009 recently demonstrated that imposing a relatively higher access cost in a simple copying task induced improved recall, which, in turn, facilitated resumption after interruptions. People were significantly more likely to memorize target information in higher access cost situations, such as when a mouse movement is needed to uncover target information or when a mouse movement and an additional few seconds of waiting is needed, than in a low cost situation when all information was always visible. The memorization strategy exercised in higher access cost situations reduced forgetting and helped people resume the task more efficiently after interruptions. As expected, however, it took more time to complete the task, which reflects the time spent in memorization or careful encoding of target information.

Applying this construct to display formats, the stacked display presumably produces a higher external information access cost situation because information is a screen change or a page-turn away, compared to the low cost of an eye/head turn in the distributed display. Under this explanation, we expected that people in the stacked display format would experience a higher cognitive load. More importantly, we expected the adoption of different micro-strategies to compensate for the cost (e.g., becoming a memorizer or a verifier, as described by Gray and Fu). People in the stacked display condition may fixate significantly longer on information pieces on each page throughout an integrative problem-solving task (i.e., become memorizers) than those who solve the same problem using the distributed display, presumably as a micro-strategy to bypass the relatively higher information access cost in the stacked display and to reduce the need for revisits. By contrast, people in the distributed display condition may not fixate as long as the people in the stacked display would because they may choose to revisit the information as necessary rather than memorize it (i.e., become verifiers). Alternatively, if the information to be encoded greatly exceeds what can be memorized, the higher load condition may simply increase the amount of verifications or re-encodings.

Although our focus is on testing micro-strategy choice depending on the display organization, it is important to note that other studies examined the possibility of spatial memory benefits in large or distributed displays (Cockburn and McKenzie, 2001; Robertson et al., 1998; Robertson et al., 2000). In using 2D and 3D data management interfaces such as Task Gallery and Data Mountain, people demonstrated faster mean response times, a result which supports the benefit of spatial cues. Also, users showed a high percentage of correct recall on task window content and their relative locations in space when they were asked to draw the interface from memory. Applying these concepts to the distributed vs. stacked display comparison, distributed displays may provide spatial cues by showing each information page in a unique and static location, and therefore, participants may go to the desired pages faster with less error.

Explaining the general advantages of large distributed displays in terms of spatial memory benefits, however, seems to be of limited usefulness because of two factors. First, the task in the current study involves complex problem solving that requires integration of information. The consistent spatial location of information is expected to assist users partially in information search and management, but the integrative tasks studied here involve many more aspects than information search alone. Second, distributed displays do not guarantee consistent spatial mappings. For example, in a.pdf document, information viewed simultaneously in four pages is more distributed than information viewed simultaneously in just one or two pages, but the content of those four pages will change over time. Explanations of the advantage of four page over one page views of large information spaces (as in Experiment 2b) cannot depend upon consistent spatial mapping explanations. In such circumstances information access cost may provide the better account. In sum, the focus of the current studies was to investigate the effect of information access cost in explaining the distributed display benefit; the possible effects of other factors were systematically controlled (e.g., distribution ratio) or minimized (e.g., spatial memory).

1.4. Overview of the studies

To examine the generality of effects of distributed vs. stacked display formats and to further our understanding of the effects—whether information access cost is indeed a determining factor and what strategies people adopt to compensate for the access cost, we strategically used mixed populations (i.e., meteorologists-in-training and university undergraduates) and experimental tasks ranging from real complex problems and artificially developed lab tasks (Dunbar, 1995; Trickett and Trafton, 2007).

Experiment 1 was conducted to establish the phenomenon in a naturalistic context and explore possible underlying causes in that context. In this experiment, student meteorologists who had already trained for 3 years made weather forecasts using computers (i.e., a stacked display) and mapwalls (i.e., a distributed display). Experiment 2a replicated the effect in a controlled setting that eliminated a number of confounds found in the natural contrast (e.g., the role of animation) and also tested the generality of the effect with a different information integration task. Experiment 2b examined underlying causes in the second task.

In Experiment 2a, undergraduate students solved the integrative task either using computers (i.e., stacked display) or mapwalls (i.e., distributed). In Experiment 2b, undergraduate students solved the integrative task using
only computers in one of two different layouts: viewing one page at a time (i.e., stacked display) or viewing four pages at a time (i.e., distributed display). An eye-tracker was used to capture differences in information processing. Experiments 2a and 2b also assess the importance of distribution ratio by implementing the ratio of 1:20 in Experiment 2a and 1:4 in Experiment 2b.

These studies differ from most studies of visual displays in two ways. First, we examine two understudied display types of spatial organization (distributed vs. stacked), holding the display density factor constant. This contrast is a natural contrast in the world, inherently combining the amount of information displayed with (effective) display size and visual angle. The goal is not to separately understand the contributions of display size, information content, and visual angle to processing, but rather to understand what changes when this natural combination occurs.

The second contribution lies in an effort to explore the underlying cognitive mechanisms, bridging the gap between cognitive theories and human-computer studies. There has traditionally been a divide between cognitive science and human computer interaction studies when it comes to testing novel visual displays. In this study, we bring cognitive theory to explain why and how one type of display can be more beneficial than another by testing the memorization strategy hypothesis, which can, in turn, benefit the development of future generations of visual displays.

2. Experiment 1

2.1. Method

2.1.1. Participants

Participants were ten meteorologists-in-training (all males), junior and senior undergraduate meteorology majors, with an average of 3 years experience in forecasting. Their ages ranged from 20 to 22 years, with a mean of 21. All forecasters had extensive experience with both the computerized display and a mapwall display used in the study as part of their regular curriculum.

2.1.2. Design

The study used a mixed design with two conditions (between-subjects: mapwall vs. computer) defined by the display layout on which users made weather forecasts. Two equivalent meteorological scenarios were created, and all participants solved both scenarios (within-subjects). Participants were randomly assigned to display condition and scenario pairings. Further, the scenario order was counterbalanced across participants. Problem-solving activities were videotaped and the key dependent measures consisted of overall time spent and prediction accuracy on each scenario, with additional process information provided by the total number of visualizations examined per scenario, the mean amount of time spent looking at each visualization, and the number and percentage of repeated visualization visits.

2.1.3. Materials and procedure

The two display layouts were constructed in the following manner. In the mapwall condition, maps were printed and laid out on a wall (i.e., in a distributed layout). The approximate size of the wall display was 176° wide and the viewing angle subtended by the wall was approximately 140°, assuming an arm-length (32°) viewing distance. The estimated walking required to view all the pages (gross information access cost) was five footsteps; 176° divided by 36° (average stride length). In the computer condition, the same information was presented one screen at a time (i.e., in a stacked layout) on a 17" monitor (estimated viewing angle subtended by the monitor was 36°–60°, depending on one’s viewing distance of 11°–19°); see Fig. 3. Importantly, the computer interface mirrored modern weather prediction interfaces and it was optimized to facilitate rapid comparison across models, data types, and times (e.g., maps become visible by just placing the mouse pointer over an index, instead of requiring clicking, and animations across time could be initiated as well). Thus, the relative external information access cost was lowered by the interface design: hovering instead of clicking. Each participant solved both scenarios, one in each condition.

The two scenarios had all the information needed to make a complete forecast: a satellite image, surface analysis, upper air maps (at four heights), climatological information for the target city, and outputs across time from two different weather prediction models, for time periods 00Z (time of product creation) to 72Z (prediction of what will happen 72 h into the future). The forecasters’ task was to create forecasts for each of the two locations at multiple time points into the future, writing down the following predictions for each time point and location: temperature, amount of precipitation, cloud cover, wind speed, and wind direction. The task required two types of integration: temporal and dimensional integration (Trafton et al., 2000). Since the goal of the task was to extrapolate the future weather condition, forecasters had to integrate information across time. For example, they needed to track the movements of clouds from time period 00Z to 72Z to predict chances of rain in a given area in the future. Integration across weather dimensions was also necessary because a weather change cannot be predicted by a single variable alone (e.g., a combination of pressure, cloud cover, and humidity determines the chances of rain).

After each forecast was completed, videotapes were coded for overall time spent on task and the amount of time that each student spent on each meteorological display to a temporal accuracy of 1 second. Because the two scenarios were based on actual situations from the past, the experimenters knew actual weather outcomes and could calculate prediction accuracy (absolute differences between predicted and actual for each variable averaged across all time periods).
2.2. Results and discussion

A single factor (display condition: mapwall vs. computer) MANOVA was used to test the effect of display type on multiple dependent measures (i.e., time and accuracies for five weather dimensions) while controlling for Type I errors. All results were collapsed across the two forecast scenarios. Participants took 35\% less time on task in the mapwall condition (\(M = 26.1\) min, \(SE = 3.9\)) than in the computer condition (\(M = 40.7\) min, \(SE = 3.4\)), \(F(1, 9) = 8.0, p = .02\). There were no significant differences for any of the performance variables (see Table 1), and in aggregate, participants were equally accurate across display conditions, \(F(1, 9) = 1.73, MSE = 56.18, p = .23\) (i.e., no sign of a speed/accuracy tradeoff overall or by specific performance variable).

To explore the time difference between conditions in terms of memorization vs. perceptual-motor strategies, we examined the number of visualizations and amount of time spent looking at each visualization. Participants in the computer condition looked at three times more visualizations (\(M = 252.9, SE = 50.2\)) than in the mapwall condition (\(M = 85.8, SE = 14.9\)), \(t(4.7) = -3.19, p = .026\). Participants in the computer condition were twice as fast at examining each visualization (\(M = 3.2\) s, \(SE = 0.6\) s) as

\(^1\)T-tests, not F-tests, were reported from here due to the violation of equal variance assumption. Corrected degrees of freedom and p values are reported. Levene’s tests for equality of error variances for each of dependent variables were: the number of visualizations, \(F(1, 8) = 12.75, p = .01\); the amount of time spent looking at each visualization, \(F(1, 8) = 1.50, p = .26\); the number of repeated looks, \(F(1, 8) = 16.31, p = .00\); the percentage of repeated looks, \(F(1, 8) = 3.80, p = .09\).
participants in the mapwall condition \((M=6.9 \text{ s}, SE=1.2 \text{ s}), t(8)=2.71, p=.027\). The overall 35% time effect can then be understood as three times as many visualizations (252.9/85.8 ÷ 3) examined at twice the rate (6.9/3.2 ÷ 2), thus 37% \((252.9/85.8)/(6.9/3.2)=1.37\) more information access effort.

Next we explored the number and percentage of repeated looks that each condition performed, a tighter measure of relying on in-the-world access for previously encoded information. A repeat was defined as any time that a participant examined a visualization that had already been examined. Looking at a visualization repeatedly can occur because the forecasters need to refresh their memory, their understanding of the weather has changed or needs refinement, or for specific comparisons between different models. Participants in the computer condition \((M=210.8, SE=47.2)\) had 6 times as many repeats as in the mapwall condition \((M=34.4, SE=9.5)\), \(t(4.3)=4.32, p=.019\). This difference extended to the percentage of visualizations that were repeats as well: in the computer condition most visualizations were repeats \((M=81\%, SE=4\%)\), whereas in the mapwall condition only 38% \((SE=6\%)\) were repeats, \(t(8)=-5.77, p<.001\). In sum, participants in the computer condition appear to compensate for a possible higher cognitive load in the computer display by frequently going back to prior screens. Each page return was relatively quick in the computer interface, but the total volume of returns significantly slowed them down overall. With this speculation about cognitive load in mind, subjective cognitive load was explicitly measured in Experiment 2b.

Possible confounds of the naturalistic goal manipulation in Experiment 1 of distributed vs. stacked displays were static vs. animated displays and paper vs. computer medium. Experiment 2a removes the confound of static vs. animated displays and Experiment 2b removes the confound of paper vs. computer medium.

3. Experiment 2a

For Experiment 2a, we developed a lab task to test the generality of the phenomenon observed in Experiment 1 and to build a lab variation that could be manipulated with greater precision. Practically, weather forecasting requires highly specialized training, which makes experimental participants difficult to obtain. Although it has high value as a real-world task, it is hard to implement in the lab. Further, if the observed effect is not a one-time special case and has a certain consistent and meaningful underlying mechanism, the effect should be replicable in another task.

Although the benefit of distributed over stacked displays is generalizable to other tasks, it is unlikely to be universal to all tasks—very simple tasks likely can be handled with very simple displays. Thus, it is likely that a lab task must have some essential features of the weather forecasting task to replicate the layout effect, and we conservatively implemented a lab task with many shared features. Overall, the problem space in the weather forecasting task consists of many pages of information, presenting meteorological elements such as temperature and air pressure. Each information type is also presented for many time points, since forecasting involves making inferences about meteorological elements unfolding over time. This problem space produces the most important feature of the task: it requires information integration across dimensions and over time. Because meteorologists give relatively simple predictions like temperature and chance of rain, they must have interpreted and integrated information in some meaningful way based on the prediction rules they have learned. On the basis of this problem space analysis, a simplified task that requires information integration over time and space was developed and tested.

3.1. Method

3.1.1. Participants

Forty-seven undergraduates from the University of Pittsburgh participated in this study for course credit and were randomly assigned to one of the two display conditions (24 in mapwall with 12 females, and 23 in computer with 10 females). All of the participants were 18 years old except for one 26 years old.

3.1.2. Design

The study used a between-subjects design with two conditions (mapwall vs. computer) defined by the display layout on which users solved a given task. The experiment
was conducted in two phases: practice and main task. The main dependent variables were practice time, task time, and task accuracy.

3.1.3. Materials and procedure

Based on the problem space analysis, a “Deer task” was created to involve information integration of complex visual information but not to rely on relatively rare expertise and also to remove the confounding feature of animation/quick access found only in the weather computer interface in Experiment 1. The participants’ task was to compute how many adult deer and fawns survive over time in each of five regions by applying specific prediction rules. Participants were told that deer die when they lose too much weight and that weight loss is caused by extreme temperatures (i.e., either too hot or too cold) and lack of food (i.e., food access limited by snow depth).

After reading the rule pages, participants received specific data on temperature and snow depth over ten days in five different geographical regions; 20 total pages of information (see Fig. 4). Participants made predictions for the final number of surviving adults and fawns in each region.

In the mapwall condition, information pages were distributed along a wall (Fig. 4). The size of the wall display was 77” wide and the viewing angle subtended by the wall was approximately 100°, assuming an arm’s-length viewing distance (32”). The estimated walking required to view all the pages (gross information access cost) was two steps; 77” divided by 36” (average stride). In the computer condition, individual information pages were presented one at a time on a 17” monitor (estimated viewing angle subtended by the monitor was 36°–60°—the same as in Experiment 1). Participants could browse through different pages of information by clicking within a table of contents on the left; note that information access cost is higher here relative to that of the weather interface without scroll-over and animation features. In addition, the distribution ratio is 1:20 (one window per screen vs. 20 printed out pages on a wall) in Experiment 2a in contrast to 1:60 (one window per screen vs. 60 printed out maps on a wall) in Experiment 1. We therefore expected a decreased relative time advantage of distributed displays in Experiment 2a on the basis of relatively fewer page transitions and regressions required to examine 20 pages instead of 60.

Participants in both conditions were first led through a practice session done on the computer, which allowed
them to learn how to apply the rules (practice time). Participants could refer to the rules at any point in time during practice and task sessions. Once a participant could correctly apply the rules, the experiment was allowed to begin.

The task session was done either on the computer or the wall. Participants were asked to make population predictions as they did in the practice session and let the experimenter know when they finished (task time). To assist calculation and reporting of final predictions (task accuracy), a clipboard for note taking was provided (Trafton and Trickett, 2001). Clipboard paper had lines distinguishing five regions as drawn in a temperature slide. No restrictions were given on the use of the note paper.

3.2. Results and discussion

Outliers were defined as accuracy lower than 50% correct, a sign of difficulties with the basic task calculations and/or very low task motivation. Five participants were excluded from analyses as outliers (2 males from computer, 3 females from mapwall), which left 21 participants in each condition (10 females in computer, 9 females in mapwall). Analyses were done with MANOVA.

Participants in the two conditions did not differ in their practice time, Computer: $M = 12.4\ min, SE = 0.8$, Mapwall: $M = 11.6\ min, SE = 0.7$, $F (1, 40) = .58, MSE = 6.88, p = .45$. Remarkably consistent with Experiment 1, participants in the mapwall condition ($M = 13.8\ min, SE = 1.2$) took 30% less time to complete the task than participants in the computer condition ($M = 19.7\ min, SE = 1.6$), $F (1, 40) = 8.28, MSE = 366.09, p = .006, Cohen’s d = .90$. Again, this effect was not due to a speed/accuracy tradeoff: participants were equally accurate, Computer: $M = 77\%, SE = 4\%$, Mapwall: $M = 79\%, SE = 3\%$, $F (1, 40) = .151, MSE = 38.09, p = .70$; see Fig. 5.

These results demonstrate that the effect of presentation modality is not due to the idiosyncrasies in Experiment 1 (e.g., expertise, domain-specificity, or unique visualizations). Further, it shows that the effect of simple information layout per se (i.e., distributed/mapwall vs. stacked/computer) is the issue rather than negative effects of animation, that the effect of information layout is quite robust, and that the effect is specific to time rather than accuracy differences. Experiment 2a still contains the confound of medium: paper vs. computer. Experiment 2b explores the causes of the effect using a cognitive load survey and eye-tracking data, and establishes whether layout (distributed vs. stacked) or modality (paper vs. computer) is the source of the effect by varying layout within a computer interface.

4. Experiment 2b

In Experiment 2b, we more directly tested the memorization strategy hypothesis by collecting eye-movement and cognitive load survey data. From this hypothesis, we predict that participants who use stacked displays would examine each piece of information for longer (i.e., longer average fixation durations) than those who use distributed displays as a way to overcome the relatively higher information access costs associated with stacked displays. These increased fixation durations should also coincide with a higher subjective cognitive load. We evaluated cognitive load levels using a subjective rating scale. The cognitive load of stacked displays may be due to a combination of three possible factors: page turning, multi-tasking (e.g., note taking and information tracking), and memorization. However, unlike the first two possible factors, the memorization factor (i.e., stacked display users investing time to memorize and keep access to older information for integration) provides insights into the underlying cognitive mechanism (i.e., strategy selection depending on the degree of information access cost that a display imposes) and systematically influences the other two explanations (i.e., memorizers should turn pages and get lost less often than verifiers).

To delve into the contributions of each of these three factors, eye-movement and computer data were (Trafton and Trickett, 2001) analyzed, focusing on three key variables: the number of pages re-visited and the time spent on page revisits which corresponds to the page-turning factor, off-screen gaze durations corresponding to the multi-tasking factor, and mean fixation duration to test the memorization strategy. First, when there is a page transition, the eye-tracker automatically records the time the index was clicked and the time the page becomes
available. By computing the time difference between the two and summing them up, it was possible to obtain an estimate of total time spent on page-turning activities. Also, page-turning frequency was counted. According to the memorization strategy hypothesis, it is expected that the stacked display users make fewer page transitions and thus spend less time on page-turning activities than distributed display users, which would rule out page-turning as an explanation for the stacked display performance deficit.

Second, off-screen gaze durations longer than the normal blink duration of 300–400 ms can be used as an index of time users are engaged in other activities—most commonly note taking in this study. Conservatively, we collected off-screen gaze durations longer than 2000 ms and summed them up to measure the time spent on multitasking (i.e., sum of the time spent on various activities beyond online visual information processing). According to the memorization hypothesis, stacked display users might spend more time taking notes, essentially an external form of memorization. If they did experience relatively higher information access cost when using stacked displays, they may take notes to reduce the need to revisit previous pages.

Finally, the mean fixation duration for on-screen eye-gazes can provide a more direct measure of the memorization hypothesis, because each fixation duration serves as an on-line measure of information processing, similar to the eye-mind assumption and immediacy assumption used in eye-tracking studies of reading processes (Carpenter and Just, 1983). The memorization strategy hypothesis predicts that stacked display users would produce longer mean fixation durations than distributed display users. That is, if they experience higher information access cost when using stacked displays, they would try to overcome the cost by spending extra encoding time to facilitate later retrievals from memory (Morgan et al., 2009). This prediction is consistent with the memory test results of Experiment 2 of Jang and Schunn (2012). In that study, stacked display users remembered more items about the last four pages they just viewed on a surprise memory test given as soon as participants reached the last information page. In addition, in contrast to the distributed display users, the stacked display users did not show a recency effect (items from most recent pages remembered at higher rates), suggesting successful memorization of information.

Note that the distribution ratio was further reduced from 1:20 (one window per screen vs. 20 printed out pages on a wall) in Experiment 2a to 1:4 (one quadrant per screen vs. four quadrants per screen) in Experiment 2b. In terms of external validity, large walls are not always available and it may be that four equal-sized spaces in a 17" screen is an effective balance of screen space and readability. Also, if the distributed display time advantage disappears when the distribution ratio is reduced to 1:4, the applicability of this effect will be limited since many users still have only a single 17" screen and there is an issue of how to deploy screen space effectively, or perhaps whether to move to a mobile platform with a smaller screen. We expected a decrease in the size of the time benefit in Experiment 2b. However, we predicted that a statistically significant time advantage would still be observed with the distribution ratio of 1 to 4, given that the information access cost is noticeably higher in the stacked display than that of the four distributed pages display. In the literature, even smaller differences in information access cost were sufficient to elicit strategy change (Gray and Boehm-Davis, 2000; Gray and Fu, 2004).

4.1. Method

4.1.1. Participants

Forty-six undergraduates from the University of Pittsburgh participated for course credit and were randomly assigned to condition (23 in distributed with 13 females, and 23 in stacked with 15 females). Ages ranged from 18 to 34 years, with a mean of 19.

4.1.2. Design

The study had a between-subject design with two conditions (distributed vs. stacked) defined by the display layout. As in Experiment 2a, there were two sessions: practice and task. Eye-movements were recorded only during the task session. Eye fixation data was extracted using fixation thresholds of 100 ms and 30 pixels. Also, only the gazes that fall into screen areas with task content (e.g., index, tables, and graphs) were included as on-task fixations. The dependent measures were the duration and frequency of page-turning actions, the sum of off-screen gaze durations longer than 2 s (i.e., presumably, note-taking time as a secondary task), the sum and average fixation duration on the screen content information, and overall behavioral measures such as practice time, task time, task accuracy, and cognitive load.

4.1.3. Materials and procedure

The task was the same as in Experiment 2a except that the number of information pages was lengthened slightly based on pilot testing to maximize power of the study within an hour-long participant session: 12 day with temperature and snow information for each day. Recording eye-movements required fitting both conditions within a 17" monitor; this physical constraint changed the condition contrast from one full page vs. 20 full pages to one full page (i.e., stacked) vs. 4 full pages (i.e., distributed). In the stacked condition, one piece of information (snow or weather) was presented per window. In the distributed condition, four information pages were presented per window (snow and weather for two days). Thus, there were five windows to view in the distributed condition and 20 windows in the stacked condition. The display size of an information “page” (similar to the pages in Experiment 2a)
across the conditions was equal to the one-fourth of the screen; see Fig. 6. In the stacked condition an information page was displayed in the top-left quadrant, and in the distributed condition an information page was displayed in each of the four quadrants. Participants could browse pages by clicking on a table of contents on the top; the information access cost in the stacked condition was the same as in Experiment 2a (i.e., information is a page-turn away by clicking) and higher than in Experiment 1 (i.e., clicking takes more time and effort than hovering).

The overall procedure was the same as with Experiment 2a, except that a 9-point scale survey measuring cognitive load (perceived difficulty and mental effort) was implemented after each of the two sessions (i.e., practice and task) and the computer was the display medium for both conditions. Specifically, students were asked to rate how easy or difficult the task was and how much mental effort the task took on 9-point scales, ranging from very, very easy (1) to very, very difficult (9) and from very, very low mental effort (1) to very, very high mental effort (9). Among the three commonly used cognitive load measures (i.e., subjective rating scale, dual task paradigm, and physiological test), this subjective rating scale was used based upon its well-documented validity and reliability (Ayres, 2006; Marcus et al., 1996; Paas, 1992; Paas et al., 2003; Paas and van Merriënboer, 1994) and ease of integration into an already complex paradigm.

Eye-movements were recorded with a Tobii 1750 remote eye-tracker. The 17” monitor’s screen resolution was 1280×1024. The system runs at a constant frame-rate of 50 Hz. The approximate distance between the screen and participant was 25”.

---

Fig. 6. Experiment 2b: Spatial layout in the stacked condition (upper panel) and four visible pages in the distributed condition (lower panel).
4.2. Results and discussion

Six participants were excluded from analyses as outliers (accuracy lower than 50% correct), leaving 20 participants per condition.

Participants in the two conditions did not differ in practice time, \(F(1, 38) = 1.48, MSE = 5.69, p = .23\). Consistent with the Experiment 1 and 2a, participants in the distributed condition took 20% less time (\(M = 14.9\) min, SE = 0.9) to complete the task than participants in the stacked condition (\(M = 18.1\) min, SE = 1.2), \(F(1, 38) = 4.31, MSE = 98.31, p = .045\), Cohen’s \(d = 0.67\). Again, this time difference was not due to a speed/accuracy tradeoff: participants were equally accurate, \(F(1, 38) < 1\), 81% (SE = 3%) in the distributed and 82% (SE = 3%) in the stacked condition.

One participant in the stacked condition who answered 1 on all the 9-point scale questions was excluded from the condition. For the remaining participants, the mean and SEs reported here excludes first visits, which is 20 (i.e., 20 pages of information) for both conditions.

4.2.1. Page-turning actions

As predicted, stacked display users made far fewer page transitions/revisits (\(M = 5.1, SE = 1\)) than the distributed display users (\(M = 54, SE = 5\)).

\[ F(1, 36) = 80.21, MSE = 17065.20, p = .000, \text{Cohen's } d = 3.39. \]

Given a similar number of total fixations (1128, SE = 63) in the distributed condition (1046, SE = 65), the larger number of page transitions made in the distributed condition is consistent with the memorization hypothesis; the pattern of behavior is consistent with the idea that distributed display users would rather choose to be a verifier due to the relatively lower information access cost. Further, the total time spent on page-transitions was three times longer for the distributed display users (\(M = 1.5\) min, SE = 0.2) than the stacked display users (\(M = 0.5\) min, SE = 0.1), \(F(1, 36) = 14.58, MSE = 9.11, p = .001\), Cohen’s \(d = 1.36\). The results clearly rule out the possibility that page transition actions are the main source of the increased time in the stacked display condition.

4.2.2. Multi-tasking

To measure time spent on note-taking activities, presumably the most prominent secondary task after the main task of processing screen information, off-screen gaze durations longer than 2 s were summed. The stacked display users spent significantly more time on note-taking (\(M = 10.8\) min, SE = 1.1) than the distributed display users did (\(M = 7.9\) min, SE = 0.7), \(F(1, 36) = 4.59, MSE = 72.96, p = .039\), Cohen’s \(d = 0.73\). This time difference of ~3 minutes appears to account for 75% of the total time difference of ~4 minutes, but only a little more than half of the remaining time effect to be explained when additional time for the stacked condition on page turning is included. Further, the note-taking time difference is more descriptive than explanatory: Why do stacked display users spend more time on note-taking given the fact that they were working on the exact same problem as were the distributed display users? As discussed above, we suggest that the less frequent page transitions and the longer note-taking time in the stacked display condition are both caused by the tendency to better encode information pieces (e.g., memorization) as a reaction to the relatively higher information access cost of stacked displays. If this reactive memorization account is correct, the mean fixation durations on the screen content should be longer in the stacked display condition than in the distributed display.

4.2.3. Memorization strategy

The fixation duration data was analyzed as blocks of four information pages (minimal page size for the distributed condition). Both the sum (Fig. 7A) and average (Fig. 7B) fixation durations of first visits to the pages (i.e., excluding any returns) demonstrate longer fixation durations in the stacked condition. Mixed 2 (between: distributed vs. stacked) × 6 (within: blocks of four content pages) ANOVAs found significant differences between conditions for sum of fixation durations per four-page block: \(F(1, 35) = 12.13, MSE = 2.053 \times 10^7, p = .001\), Cohen’s \(d = .87\), and mean fixation durations, \(F(1, 35) = 6.33, MSE = 48675, p = .017\), Cohen’s \(d = .69\). The stacked condition appears to have led participants to spend more time encoding information (e.g., memorizing) at the levels of whole pages and individual information pieces.

4.2.4. Display resolution

The effect of display resolution can be assessed by comparing the stacked displays in Experiment 2a (\(n = 21\)) and 2b (\(n = 20\)). There was no significant difference between having one information page occupy a full screen and having that same page within just a quadrant of the screen in terms of task completion time and accuracy. Participants with the full screen view (\(M = 19.7\) min, SE = 1.6) took a similar amount of time to complete the task to participants with the quadrant view (\(M = 18.1\) min, SE = 1.2), \(F(1, 39) = 0.64, p = .43\). Against the idea that higher display resolution would yield better performance, participants with the full screen view (\(M = 77\%, SE = 4\%\)).
were slightly less accurate than participants with the quadrant view ($M=82\%$, $SE=3\%$), but the difference was not significant, $F(1,39)=1.32$, $p=.26$. Overall, this data suggests that the smaller resolutions used in Experiment 2b to create 1:4 distributed displays were not a challenge for participants. However, further reductions in resolution to put further increase distribution ratios within a 17” monitor may become a challenge.

5. General discussion

The three studies presented here found a robust and regular slowing effect of stacked displays over distributed displays. The regularity of the effect across varying materials and interfaces suggests that the effect was caused by the spatial arrangement of information per se rather than by negative effects of animation, advantages of paper over computer, or peculiarities of particular interface organizations across stacked or distributed displays. Further, these studies suggest that differing information access cost associated with information layout affects the probabilities of adopting different micro-strategies. The stacked view display makes it harder to access information that needs to be integrated and a problem-solver can compensate either by slowing down and memorizing information as observed in the deer task (Experiment 2a and 2b) or by frequently going back and forth between pages as observed in the weather interface (Experiment 1).

The choice of memorization or display search strategy likely can be explained by relative access costs; hovering vs. clicking. People in the weather interface may have been more likely to become verifiers because the interface made flipping maps very easy through hovering. By contrast, people in the deer task may have been more likely to become memorizers because they had to click and wait hundreds of milliseconds to access a content page. However, regardless of which strategy was used, the stacked display cost users a significant amount of time that could have been saved through use of a distributed display.

Can such small interface differences create such large effects on users? Seemingly small differences at each low level step of behavior accumulate across a task, particularly when the task is complex and long. Gray and Boehm-Davis (2000) demonstrated that even fairly simple interactive behaviors such as mouse movements and button clicks are affected by small features of an interface. Moreover, users were found to selectively deploy micro-strategies (i.e., combinations of mouse movements and button clicks) that add or subtract milliseconds from routine actions but collectively have large effects on total task time. Proportionally, the time required by the four micro-strategies reviewed in their study ranged from 22% to 560% having the slowest micro-strategy as the reference point.

Although we argue that the selection of different micro-strategies is the primary factor that drives the overall effect on performance and intervening cognitive processes, it is likely not the only factor underlying the effect of distributed versus stacked displays on task time. The working memory load resulting from memorization, the cost of manual interactivity (e.g., page-turning action), and the existence of concurrent non-visual tasks (e.g., keeping track of current state and goal state and taking notes) may also play a role (Wickens and McCarley, 2008), and there was some support for each of these factors in our data.

However, it important to note that the pattern of results from page transitions, note taking, and eye fixation durations in Experiment 2b was exactly matched to what the overall memorization strategy hypothesis predicted. As a way to relieve the burden of relatively higher information access cost in the stacked displays (i.e., information is a page-turn away rather than a head-turn), users spent more time on inspecting each information piece and writing the information down, and consequently they saved a considerable number of page transitions and revisits.

Further, we argue that the fixation duration effect is likely driven mainly by the time to encode information rather than other changes in processing strategies of the task itself (e.g., conducting different task computations) for three reasons. First, the task fixations were very short in both conditions, not consistent with complex mental calculations. Second, the cognitive decisions required by the deer task were relatively simple (one-step) rules. Third, in recall test results from a previous study using the deer task (Jang and Schunn, 2012), the stacked display users showed a tendency of better memory for information pieces that they have just processed. In the deer task, exact temperature and snow depth values are not useful in recall test results from a previous study using the deer task were relatively simple (one-step) rules. Third, in recall test results from a previous study using the deer task (Jang and Schunn, 2012), the stacked display users showed a tendency of better memory for information pieces that they have just processed. In the deer task, exact temperature and snow depth values are not useful when the problem-solvers moves to the next page. Therefore, it is unlikely that the stacked display users tried to
memorize any information on purpose as part of a different complex task strategy; rather, their better memory seems to be a consequence of an implicit effort for better online encoding.

The current research has several practical implications. First, relative to how easy it is to shift from using a stacked display to using a distributed display (e.g., printing and distributing pages on a table or using two windows side-by-side on a screen), the distributed display time advantage is fairly large. The more complex and integrative a task is, the larger the effect will presumably be. Thus, we believe problem-solving time on many tasks could be improved by the transition from stacked to distributed displays, either with larger monitors (or larger paper) or multiple monitors, or by simply showing more content in smaller form within a given interface. Yet, making transitions from distributed displays to integrative displays is often up to designers rather than users, and evokes new design problems such as how to deal with increasing display density. Further, finding the boundary of the effect is necessary (i.e., how many pieces of distributed information are beneficial) to make precise practical suggestions in any given context. Relatedly, levels of expertise have not been examined in the current findings, which would be an important factor in real world applications.

Second, research about spatial arrangement of information has implications for the basic user interfaces found within an overall operating system. For example, operating systems are evolving to incorporate multiple virtual spaces to help users make the most of the fixed asset of a given screen. The current work suggests that operating systems should focus on minimizing visual information access costs, for example by dividing a given screen, rather than placing content across slower-to-access virtual screens. However, one should note that, when dividing spaces, the issue of resolution change should be addressed because distributing displays in a fixed space may cause loss of resolution. Although the loss of resolution caused by dividing 17" inch screen into four quadrants was not found to be a critical issue in the current experiments, it may become problematic for higher distribution ratios or higher task complexity.

Third, the benefit of distributed displays was found not only in the context of complex problem solving but also in the context of learning (Jang et al., 2011). How to organize and distribute information for effective multimedia learning appears to be as vital a question as which content to include.
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