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Abstract
The current research investigates how people decide which of two options produces a better reward by repeatedly sampling from the options. In particular, it investigates the roles of two features of search, optional stopping and switch rate, on participants' final judgments of which option is better. First, in two studies, we found evidence for a new optional stopping effect; when participants stopped sampling right after experiencing a rare outcome, they made decisions as if they overweighted the rare outcome. Second, we investigated an effect proposed by Hills and Hertwig (2010) that people who frequently switch between options when sampling are more likely to make decisions consistent with underweighting rare outcomes. We conducted a theoretical analysis examining how switch rate can influence underweighting and how the type of decision problem moderates this effect. Informed by the theoretical analysis, we conducted four studies designed to test this effect with high power. None of the studies produced significant effects of switch rate. Lastly, the studies replicated a prior finding that optional stopping and switch rate are negatively correlated. In sum, this research elaborates a fuller understanding of the relation between search strategies (switch rate and optional stopping) on how people decide which option is better and their tendency to overweight versus underweight rare outcomes.
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1 INTRODUCTION

Imagine a customer deciding which of two restaurants is better. When determining how to sample the two restaurants, there are multiple choices that must be made. First, the customer could decide to dine at each restaurant a certain number of times (e.g., five times each) before making a decision, known as a "fixed sampling strategy." Alternatively, the customer could decide to try the restaurants without a predetermined number of dining experiences and to stop sampling whenever they feel like they have enough evidence that one is better than the other, known as an "optional-stopping strategy." Second, the customer could use different patterns of sampling the restaurants. She could dine at Restaurant A multiple times followed by Restaurant B multiple times. Alternatively, she could switch back and forth between the two restaurants or use a sequence between these two extremes. In the current research, we investigated how these two features of sampling, fixed versus optional stopping, and the switch rate, influence peoples' final decisions, especially in the context of rare but extreme outcomes.

Although the relations between switch rate and optional stopping on participants' final decisions have been studied previously, there are some critical open questions. With regard to switch rate, Hills and Hertwig (2010; hereafter HH) found that people who switched more frequently when sampling made choices as if they were underweighting rare outcomes. However, only 6% of HH's data could be analyzed, resulting in a very small sample; we conducted four studies to test this effect with a larger sample and under a variety of paradigms.
With regard to the relation between optional stopping and peoples’ final decisions, we examined an intuitive but novel hypothesis; if people stop sampling after a rare but extreme outcome (e.g., stop testing the restaurants after getting food poisoning from one), the optional stopping could make the rare outcome seem more common than it actually is, which could bias peoples’ final decisions.

In the remainder of the introduction, we first broadly review research on the sampling strategies and decision policies people use when making decisions from experience. Next, we review research on the relation between switch rate and final decisions and identify questions for future studies. Afterwards, we review research and discuss open questions on the relation between optional stopping and final decisions. Finally, we outline four studies on switch rate and optional stopping.

2 | RESEARCH ON SAMPLING STRATEGIES IN DECISIONS FROM EXPERIENCE

2.1 | Introduction to decisions from experience (DFE)

In the decisions from experience paradigm (DFE; Hertwig, Barron, Weber, & Erev, 2004; Hertwig & Erev, 2009), participants learn the possible outcomes associated with the different options and the probabilities of each outcome from experience. It is similar to the restaurant example above, although typically involves monetary gambles instead of restaurant experiences. The DFE paradigm consists of two stages. In the sampling phase, participants sample from the two options and view the associated monetary outcomes. Participants are free to choose which option to sample at each opportunity without incurring any cost or obtaining any reward (for a discussion of related versions of the task, see Gonzalez & Dutt, 2011; Hills & Hertwig, 2012; Lejarraga, Hertwig, & Gonzalez, 2012; Mehlhorn et al., 2015).

For example, in one prototypical case, which we label Problem 1, when a participant chooses to sample Option A, they receive a reward of 32 points with a 10% probability and 0 points with a 90% probability. When a participant chooses to sample Option B, they always receive 3 points. Because participants are typically free to choose when to stop sampling, it is possible that a participant will stop sampling before experiencing the 32-point outcome; participants never know for sure whether they have experienced all the possible outcomes.

After participants feel like they can judge the value of the options, they stop sampling and enter the choice phase. In this phase, participants make one choice between the two options. The outcome that they experience counts towards the total reward that they obtain at the end of the study.

2.2 | Introduction to decision policies in DFE

Researchers have investigated numerous decision policies—how participants decide which option is better for the final consequential choice (Erev et al., 2010; Hau, Pleskac, Kiefer, & Hertwig, 2008). The main decision policy, sometimes called the summary policy or natural mean heuristic, is to select the option with the higher mean outcome of the experienced sample (Hau et al., 2008; Hertwig & Pleskac, 2010; see also Fox & Hadar, 2006; Ungemach, Chater, & Stewart, 2009). This policy approximates the long-run expected value (EV) using a limited sample. In contrast, there are other decision policies based on heuristics and reinforcement learning that do not approximate EV (Hau et al., 2008; Thorngate, 1980; Weber, Shafir, & Blais, 2004).

Relevant to the current study, HH proposed another heuristic called the round-wise policy, which involves comparing sequential pairs of samples. Suppose a participant chooses the following samples in order (the outcome for each sample appears in superscript): $A^0B^3A^0B^3A^0B^3A^0B^3A^3B^3A^0B^3A^0B^3$. The round-wise policy involves comparing the first sample of $A^0$ with the first sample $B^3$, the first sample $B^3$ with the second sample $A^3$, and so forth. For each comparison, called a “round,” the option with the higher outcome wins, and the option that wins more round-wise comparisons is preferred. Because B almost always has a higher value than adjacent samples of A, the round-wise policy concludes that B is better. In contrast, the summary policy concludes that A is better because $EV_A = 3.2$ and $EV_B = 3.0$.

2.3 | Moderators of apparent underweighting versus overweighting of rare outcomes in DFE

Much research has studied the accuracy of peoples’ decisions from experience. Most of it has focused on situations in which one option has a rare outcome (e.g., the rare 32-point outcome for Option A), and whether and when people over or underweight the rare outcome. The logic is as follows: Using Problem 1 as an example, if people tend to choose Option B (a sure bet of 3 points), it is said that they are acting “as if” they are underweighting the 10% chance of obtaining 32. A number of factors moderate apparent overweighting versus underweighting of rare outcomes.

First, much of the research has focused on comparing how participants perform in the DFE paradigm, to the decisions from description (DFD) paradigm. In the DFD paradigm, participants are told the exact probabilities of prospects rather than learn them via sampling. In the DFD paradigm, people tend to overweight rare events (Barron & Erev, 2003; Kahneman & Tversky, 1979; Tversky & Kahneman, 1992; Weber et al., 2004). In contrast, in the DFE paradigm, people appear to act as if they underweight rare events (Hertwig et al., 2004; Hertwig & Erev, 2009; Wulff, Mengenthaler-Cansco, & Hertwig, 2018, but see Noguchi & Hills, 2015, when there are more than two options). The “description-experience gap” may be due in part to the different presentation formats. In DFE, outcomes are represented as natural frequencies rather than probabilities, which may trigger the use of different algorithms for evaluating the information (Hau et al., 2008; Hau, Pleskac, & Hertwig, 2010), though the evidence is mixed (see Rakow, Demes, & Newell, 2008).

1In line with previous authors, we use the phrases “apparent underweighting” or “act as if they were underweighting” because assessing underweighting versus overweighting is tricky. Participants do not know the true probabilities of all the outcomes; they may not even have experienced the rare 32-point outcome. From the participants’ perspective, there might even be other rare outcomes that they have not experienced.
Second, underweighting is in part the result of sampling error (the experienced probabilities do not match the stated probabilities); sampling error is greater with smaller samples. People underweight less if they are incentivized to draw larger samples (Hau et al., 2008; Hertwig & Pleskac, 2010).

Third, underweighting is moderated by the structure of the decision problems. Wulff et al. (2018) found that underweighting is greater when the rare outcome is extremely rare, when one option is risky (has more than one possible outcome) while the other is safe (has only one outcome), and when the prospects contain losses.

The current research focuses on two other factors potentially related to apparent overweighting and underweighting of rare outcomes; participants’ switch rates during sampling and optional stopping behavior. The next section offers an overview of prior work on switch rate and explains our motivation for further theoretical and empirical research. The subsequent section covers our motivation for studying stopping behavior.

3  |  THE RELATION BETWEEN SWITCH RATE AND FINAL DECISIONS

3.1  |  Prior research on sampling switch rate

Participants’ switch rates in DFE tasks are influenced by a number of factors. First, age and numeracy are negatively related with switch rate (Wegier & Spaniol, 2013). Second, the switch rate can also be influenced by structural properties of the decision problems; participants switch more when there are more options (Hills, Noguchi, & Gibbert, 2013; Noguchi & Hills, 2015, 2016). Third, during the sampling phase, there is a general shift from a high switch rate ("exploration") to a lower
switch rate ("exploitation”—choosing the option thought to be better), even when participants only obtain a reward from the final consequential choice and not during the sampling phase (Gonzalez & Dutt, 2012, 2016; Gonzalez, Lerch, & Lebiere, 2003; Lejarraga, Dutt, & Gonzalez, 2010); however, see Hills and Hertwig (2012) for controversy over this finding.

There has been some research on the link between sampling strategy and subjects’ final choices. Rottman (2016; random order condition) found that there was typically no relation between the switch rate and the accuracy of the final judgment. In contrast, Wegier and Spaniol found that participants were more accurate in choosing the option with the higher average value when they used a higher switch rate (Wegier & Spaniol, 2013; Wegier & Spaniol, 2014a; Wegier & Spaniol, 2014b; see also Wegier, Bianchi, & Spaniol, 2015). However, the learning problems used in these studies were fairly different from the distributions in the classic "gamble" problems used in the DFE paradigm.

3.2 HH’s proposed link between switch rate, decision policies, and underweighting rare outcomes

Hills and Hertwig (2010) proposed that individuals who switch more frequently between options are more likely to use the round-wise instead of the summary decision policy and subsequently more likely to underweight rare outcomes. The intuitive reason is that switching draws attention to the comparison between the rounds. Whether or not this actually occurs is one of the two central questions of this paper. The rest of this section explores the details of and presents a new theoretical analysis of HH’s theory.

Figure 1a depicts three sampling strategies an individual could use. Each strategy tests Option A three times and Option B four times but in different orders. The critical difference is the switch rate—the number of switches between the two options divided by the number of possible switches (total samples minus one).

Figure 1 also depicts the two decision policies. The summary policy (Figure 1b) is not sensitive to the sampling strategy, so Option A is preferred regardless of the switch rate. In contrast, because the round-wise policy (Figure 1c) is influenced by how outcomes are grouped into rounds, it is sensitive to the switch rate. In Figure 1c, A wins more rounds for the switch rates of .17 and .5, but B wins more rounds for the switch rate of 1.

There are three important points to note about this theory. First, this theory predicts that underweighting of rare outcomes will occur under higher switch rates (e.g., rightmost example in Figure 1c). Under the round-wise policy, rare events only affect rounds in which they appear, and higher switch rates produce more rounds, dulling the effect of rare extreme outcomes. Second, at very high switch rates, the two decision policies can diverge (Figure 1) or converge. For example, in the following sequence, both policies choose B: $A^2B^2A^3B^2A^2B^3A^2B^2A^2B^3A^2B^3A^2B^3A^2B^3$. Third, when a participant only switches once, as in the leftmost column of Figure 1, both the round-wise and summary policies make the same predictions.

3.3 Switch rates determine when decision policies diverge

The analysis above only presents a qualitative overview of the relations between switch rates, decision policies, and underweighting. Higher switch rates are believed to be correlated with use of the round-wise (as opposed to summary) policy empirically, which is in turn believed to mathematically lead to underweighting rare outcomes. We conducted simulations to better understand this aspect of HH’s theory. Most studies on DFE have used subsets of the 13 problems listed in Table 1, so we used these for the simulations. Each of the 13 decision problems was simulated with 40 samples, and with switch rates of 2, 6, 10, 14, 18, 22, 26, 30, 34, and 38 times out of 39 possible switches, 1,000 times each. Figure 2 plots the probability of divergence by switch rate.

The first critical finding is that when the round-wise and summary policies diverged (the summary and round-wise policies predict opposite choices, e.g., the rightmost column of Figure 1), the round-wise policy chose the option consistent with "underweighting" 97.6% of the time. For this reason, as well as difficulties defining underweighting, we focused our simulations on when divergence is likely to occur.

Footnotes:

2 Of the studies analyzed by HH, Hau et al. (2008), Hertwig et al. (2004), and Ungemach et al. (2009) used Problems 1, 2, 4, 9, 10, and 12. The remaining problems were introduced by Hertwig and Pleskac (2010).

4 Cases in which one policy predicts a tie for A and B, and the other policy prefers one option over the other were not considered as divergent. In the analyses in our studies, including these cases did not lead to differences in results.

5 For Problem 1 in Table 1, Option B is considered to be consistent with underweighting the 10% probability of 32, because a decision maker maximizing EV should choose B so long as they believe that 3 has a probability no more than 9.375%. In fact, it has a probability of 10%, so choosing Option B is consistent with believing that it has a lower probability than it actually does. For Problem 2, it is similar, but the opposite because the decision maker should choose the option that results in less of a negative outcome. For Problem 9, Option B is considered to be consistent with overweighting the 20% chance of 0, because a decision maker maximizing EV should choose B only if they believe that the probability of 0 is greater than 25%. Since B is considered "consistent with overweighting," by process of elimination, A is considered "consistent with underweighting" (even though a rational decision maker would choose B if they accurately thought that 0 has a probability of exactly 20%). There are two issues with this definition. First, in past studies, rare outcomes were defined as those appearing with a probability of .2 or less, but Problems 12 and 13 have outcomes that occur with a probability of .25, highlighting the arbitrariness of this cutoff (Hertwig et al., 2004, Footnote 2). Second, in prior research, the options marked U were considered to imply "underweighting" even if that option happened to coincide with the higher expected value. For example, suppose that for Problem 1, the outcome of 32 occurred less than 10% of the time, such that the mean outcome for B was higher than the mean outcome of A. Choosing Option B was still considered underweighting the rare outcome even though the correct option was chosen on the basis of the expected value (see Appendix A for more details). For consistency with the prior research, we adopted the same definition of underweighting.
Figure 2 reveals two further insights. First, the probability of divergence increases with the switch rate for all problems except for Problems 12 and 13. Second, the problems cluster into five groups. In the Group I and II problems, the rate of divergence increases with the switch rate and asymptotes at either slightly above 50% (Group I) or right around 50% (Group II). The reason is that the round-wise policy almost always prefers B. For Group I, the summary policy prefers A at rates slightly higher than 50% because \( EVA \) is only slightly higher than \( EVB \). For Group II, \( EV \) for the two options are almost, if not exactly, identical.

In Group III, the divergence is lower because Option A usually wins according to both policies. The single problem in Group IV has very low divergence for all switch rates; both policies almost always prefer Option B.

In Group V, the divergence is lower because Option A usually wins according to both policies. The single problem in Group IV has very low divergence for all switch rates; both policies almost always prefer Option B.

3.4 | HH’s theory on switch rate: Empirical evidence and motivation for the current research

HH investigated the link between switch rate and decisions in datasets from four prior studies (Experiments 1 and 2 of Hau et al., 2008; Hertwig et al., 2004; Hertwig & Pleskac, 2010; Ungemach et al., 2009). The main finding was that in the subset of scenarios for which the summary and round-wise policies diverged, participants who had a higher (lower) switch rate were more likely to make a choice consistent with the round-wise (summary) policy.

HH also found a correlation between switch rate and underweighting rare outcomes. This analysis only included scenarios for which the rare outcome was experienced at least once. However, an error in that analysis was recently uncovered, prompting a correction stating that the correlation was not significant (Hills & Hertwig, 2017; see Appendix A for another analysis reported in the correction including all scenarios). The current research was conducted before this correction was produced. In light of the correction, and given the aforementioned limitations of the underweighting analysis, we consider the analysis of divergence to be more informative. Still, we report the analysis of underweighting, for three reasons: underweighting is theoretically tied to switch rate, the low rates of divergence reduces power for the decision policy analysis, and because certain extreme manipulations (Study 1) can only be studied with the underweighting analysis.

We sought to gather additional evidence of the relation between switch rate and decision policies for several reasons. First, HH’s analysis involved a small subset of the total data. HH started

<table>
<thead>
<tr>
<th>Problem</th>
<th>Higher EV</th>
<th>Option A Outcome</th>
<th>Pr.</th>
<th>Option B Outcome</th>
<th>Pr.</th>
<th>Used in studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>32</td>
<td>.1</td>
<td>3( U )</td>
<td>1</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>-3</td>
<td>1</td>
<td>-3( U )</td>
<td>.1</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>16</td>
<td>.2</td>
<td>3( U )</td>
<td>1</td>
<td>✓</td>
</tr>
</tbody>
</table>

Group II: Moderate divergence

| 4       | A         | 32              | .025 | 3\( U \)         | .25 | ✓              |
| 5       | A = B     | 10              | .1   | 1\( U \)         | 1   | ✓              |
| 6       | A = B     | 10\( U \)       | .9   | 9                | 1   | ✓              |
| 7       | A = B     | -10             | .9   | -9\( U \)        | 1   | ✓              |
| 8       | A = B     | 10              | .05  | 1\( U \)         | .5  | ✓              |

Group III: A little divergence

| 9       | A         | 4\( U \)        | .8   | 3                | 1   | ✓              |
| 10      | A         | -3\( U \)       | 1    | -4               | .8  | ✓              |

Group IV: Almost no divergence

| 11      | B         | 32              | .025 | 3\( U \)         | 1   | ✓              |

Group V: Decreasing divergence

| 12      | A         | 4               | .2   | 3\( U \)         | .25 | ✓              |
| 13      | A         | -3              | .25  | -4\( U \)        | .2  | ✓              |

Note. For all probabilistic outcomes, the other unmentioned probability is an outcome of 0. \( U \) indicates option defined as “underweighting” the rare outcome.
with 1,818 scenarios and discarded scenarios in which rare outcomes were never experienced and in which divergence did not occur, leaving only 104 scenarios to analyze.6

Second, HH’s data were obtained from a “free-sampling” paradigm in which participants chose which options to sample, and how many total samples to collect. There are a couple benefits of conducting a “forced-sampling” study instead. Forcing participants to sample options in a particular sequence allowed us to ensure the probabilities they experienced matched the “true” probabilities they were supposed to experience in the long run, circumventing the problem of participants not experiencing rare outcomes. Second, randomizing participants to sample with a high versus low switch rate allowed us to test the causal influence of switch rate on underweighting and decision policy usage. Third, the forced sampling paradigm allowed us to implement a very strong manipulation of switch rate which should, in theory, result in a stronger effect. In HH, there was a wide range of switching rates, though fairly few greater than .50.

Third, HH used a subject-level median split to classify frequent versus infrequent switchers. This analysis reduces power and ignores the possibility that participants could have used different sampling strategies in different scenarios. We used hierarchical logistic regression to analyze the effect of switch rate on decisions within a given

6These data come from the correction to HH (Hills & Hertwig, 2017). The subset was based on our definitions of the round-wise policy and of divergence.
scenario, while controlling for repeated measures and clustering within participants and problems.7

We conducted four studies to test whether a higher switch rate is related to underweighting and using the round-wise decision policy. In Studies 1 and 2, to increase power, we chose problems with high rates of divergence, ensured that participants actually saw the rare outcomes and manipulated the switch rates to be very low versus very high. In Studies 3 and 4, we allowed subjects to sample freely to test if free sampling was necessary for the effect.

4 | THE RELATION BETWEEN OPTIONAL STOPPING AND FINAL DECISIONS

At a high level, this research examines the roles of two features of sampling behavior, switch rate and optional stopping, on participants’ final decisions. We now focus on the second question regarding optional stopping. Optional stopping refers to situations in which participants decide how much data to collect in a sequential manner, which can be influenced by many factors (Fried & Peterson, 1969; Gonzalez & Dutt, 2011, 2016; Markant, Plesak, Diederich, Pachur, & Hertwig, 2015; Wulff et al., 2018).

One reason to attend to optional stopping is that previous studies have found that participants who use a higher switch rate tend to stop sampling earlier (Hills & Hertwig, 2012; Rakow et al., 2008); all else being equal, fewer samples could mean worse decisions. Thus, when investigating switch rate on final decisions, it is also important to consider the role of optional stopping.

We considered a particular form of optional stopping; optional stopping after rare outcomes, which we term “rare outcome stopping” or RO-stopping for short. Suppose a participant chooses the following samples and experiences the corresponding outcomes in Problem 1: B3B3B3A0B3A0B3A32. The outcome of 32 may be so following samples and experiences the corresponding outcomes in investigating optional stopping.

In Study 1, the goal was to study the role of switch rate on final decisions using a strong manipulation of switch rate and prohibiting optional stopping, thereby eliminating it as a complicating factor. Study 2 was very similar; the switch rate and total number of samples were fixed; however, participants had some flexibility of when (not how much) to switch. The goal was to see if active involvement in switching had an influence on final decisions. In Studies 3 and 4, participants controlled both the switch rate and the total number of samples, which allowed for an analysis of both switch rate and optional stopping. Study 3 was conducted online, whereas Study 4 was conducted in the lab.

To presage the results, we found no evidence of the link between switch rate and participants’ final decisions, either in terms of underweighting or making choices in line with the summary versus round-wise decision policies. However, we found that when participants engage in RO-stopping, they were more likely to make final decisions consistent with apparent overweighting and consistent with the summary policy instead of the round-wise policy.

6 | STUDY 1: FORCED SAMPLING

In Study 1, participants either sampled one option repeatedly before switching once and sampling the other option repeatedly or switched between options on each trial. We began our attempt to replicate the findings by Hills and Hertwig (2010) with this extreme manipulation because these sampling strategies represent the two theoretical extremes they discussed. HH predicted that a higher switch rate is more likely to result in choosing the option that underweights the rare outcome. The design of this study only permitted an analysis of the relation between switch rate and underweighting, not decision policy, because the manipulation was so strong.9

8We thank Ralph Hertwig and an anonymous reviewer for suggesting that we investigate optional stopping.

7We thank Ralph Hertwig and an anonymous reviewer for suggesting that we investigate optional stopping.

6An analysis of HH’s data using hierarchical regression revealed the same effects that HH reported. Specifically, the analysis of the relation between switch rate and decision policies was significant, and the analysis of the relation between switch rate and underweighting was not (see Tables 2A and 2B). Using a scenario-level median split to classify scenarios as having high versus low switch rates reveals the same qualitative pattern of results.

9The summary and round-wise policies always converged for participants who switched only once (low switch rate) sampling strategy (see Figure 1). This made it impossible to test if switch rate influences whether decisions are consistent with one policy or the other.
6.1 Method

6.1.1 Participants and payment

One hundred participants were recruited from Amazon MTurk for a base payment of $1.50. The study lasted eight min on average. One additional participant completed one scenario before withdrawing; their data were included in the analyses. The goal of the DFE task is to win points from the choice phase of each decision problem. At the end of the experiment, the points that participants earned (Table 1) were converted into a monetary bonus; 1 point equaled one cent, the same payment structure used by Hertwig and Pleskac (2010). Because some of the decision problems had negative outcomes (Table 1), participants began the experiment with 50 points to ensure that they would end with a positive bonus. On average, participants received a bonus of $0.51.

6.1.2 Design and procedure

Participants completed Problems 1, 2, 4, 9, 10, and 12, the original problems used in Hertwig et al. (2004), in a random order.

In each problem, participants drew 40 samples in the sampling phase, one at a time, comprising 20 samples of Option A and 20 samples of Option B. The outcomes associated with the two options followed the probabilities in Table 1 exactly; rather than being drawn at random for each sample, the frequency of each outcome were predetermined and the trial order randomized within an option. For Problem 4, the .025 probability was converted into .05.

Half the participants were forced to switch only once; 20 samples from one option followed by 20 samples from the other. The other half alternated between the two options. Participants chose whether to start with the left or right option on screen and the two options for each problem in Table 1 were randomly mapped onto the two positions on the screen. After clicking a button to sample the option, the outcome appeared for 1 s, after which participants could move to the next sample. The outcomes during the sampling phase did not count towards the point total.

After receiving the 40 samples, participants proceeded to the choice phase; they made one choice between the two options and gained those points towards their overall point total. The outcome for this choice was determined randomly on the basis of the probabilities in Table 1. Participants then advanced to the following problem until they completed all six problems. Throughout the study, the total points that they had earned was displayed on the screen, and at the end of the study, participants were paid a monetary reward based on their point total.

6.2 Results

We analyzed whether participants who used a high switch rate were more likely to underweight rare outcomes. Because the experienced data perfectly matched the probabilities in Table 1, all the rare outcomes were experienced, so no data were discarded.

We ran a logistic regression predicting the likelihood of underweighting rare outcomes based on switch rate. Due to the repeated measures (each participant experienced all six problems), the regression included random crossed by-subject and by-problem intercepts and slopes for switch rate. The maximal model failed to converge, so we dropped the correlation parameters between the random intercepts and slopes, as recommended by Barr, Levy, Scheepers, and Tily (2013). In all regression analyses across all our studies, whenever the maximal models failed to converge, we dropped parameters according to recommendations by Barr et al. (2013).

The probability of apparent underweighting was .46 in the low switch rate condition and was .51 in the high switch rate condition. Unlike in HH, the regression did not reveal a significant effect of switch rate on choosing options that underweighted the rare outcome, B = 0.17, CI [−0.22, 0.57], p = .39. For comparison with other studies, the regression weight represents the difference of switch rate from 0 to 1, though in reality the switch rates were 1/39 versus 39/39. Table 2A summarizes the regression results of underweighting for all four studies.

### TABLE 2A Logistic regression results of switch rate predicting choices that underweight the rare outcome

<table>
<thead>
<tr>
<th>Study</th>
<th>Switches</th>
<th>Pr. of underweighting the rare outcome and 95% CI at different switch rates</th>
<th>Log odds B</th>
<th>95% CI</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 1</td>
<td>1 vs. 39</td>
<td>.46 [.36, .59]</td>
<td>.17 [-.22, .57]</td>
<td>.39</td>
<td></td>
</tr>
<tr>
<td>Study 2</td>
<td>3 vs. 20 vs. 37</td>
<td>.57 [.49, .64]</td>
<td>-.14 [-.70, .42]</td>
<td>.63</td>
<td></td>
</tr>
<tr>
<td>Study 3</td>
<td>Free sampling</td>
<td>.41</td>
<td>-.001 [-.92, .92]</td>
<td>.99</td>
<td></td>
</tr>
<tr>
<td>Study 4</td>
<td>Free sampling</td>
<td>.47</td>
<td>-.10 [-.71, .51]</td>
<td>.75</td>
<td></td>
</tr>
<tr>
<td>Hills and Hertwig (2010)</td>
<td>Free sampling</td>
<td>.48</td>
<td>.21 [-.39, .81]</td>
<td>.50</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 2B Logistic regression results of switch rate predicting choices consistent with the round-wise decision policy

<table>
<thead>
<tr>
<th>Study</th>
<th>Switches</th>
<th>Pr. of round-wise decision policy and 95% CI at different switch rates</th>
<th>Log odds B</th>
<th>95% CI</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 2</td>
<td>3 vs. 20 vs. 37</td>
<td>.57 [.44, .69]</td>
<td>-.63 [-1.46, .18]</td>
<td>.13</td>
<td></td>
</tr>
<tr>
<td>Study 3</td>
<td>Free sampling</td>
<td>.34</td>
<td>.51 [-.35, 1.36]</td>
<td>.25</td>
<td></td>
</tr>
<tr>
<td>Study 4</td>
<td>Free sampling</td>
<td>.31</td>
<td>.29 [-.70, 1.27]</td>
<td>.57</td>
<td></td>
</tr>
<tr>
<td>Hills and Hertwig (2010)</td>
<td>Free sampling</td>
<td>.35</td>
<td>1.83 [.27, 3.38]</td>
<td>.02</td>
<td></td>
</tr>
</tbody>
</table>

Note. For Studies 1 and 2, the probabilities and 95% CIs are presented for each experimental group. For Studies 3, 4, and Hills and Hertwig (2010), we report the predicted probabilities for switch rates of 0 (low) and 1 (high).
6.3 | Discussion

Higher switch rates were unrelated to underweighting rare outcomes. Unlike the studies analyzed by HH, participants in Study 1 had no control over their sampling strategies and the number of samples drawn from each option. Perhaps a better test of HH’s theory requires a task that more closely resembles the free-sampling paradigm used in the studies analyzed in HH. Research on various tasks suggests that different cognitive processes are involved when people sample information actively versus passively (e.g., Lagnado & Sloman, 2004; Markant & Gureckis, 2014; Wulff et al., 2018). In Study 2, we gave participants a little more control over their sampling, to see if this was a necessary condition for their sampling strategies to influence their final choices.

7 | STUDY 2: NEARLY FORCED SAMPLING

In Study 2, we gave participants some degree of control over their sampling but still ensured large differences between the high and low switch rate conditions. Furthermore, unlike in Study 1, in Study 2, the summary and round-wise policies sometimes diverged even at low switch rates, allowing us to also analyze whether more frequent switching leads to more use of the round-wise policy.

7.1 | Method

7.1.1 | Participants and payment

Five hundred participants were recruited from MTurk for a base payment of $0.50. The study lasted 2 min on average. Participants began the experiment with zero points. A bonus of 3 cents was paid to 64.2% of participants; a bonus of 32 cents was paid to 4.4% of participants; and the remaining participants were paid no bonus.

7.1.2 | Design and procedure

Only Problem 1 was used because it comes from Group I, which has the highest rate of divergence (Figure 1), allowing us to discard the fewest number of scenarios. Each participant worked with just one scenario. Unlike Study 1, since participants could choose how many samples to draw from each option, the outcomes were determined probabilistically.

All participants had to draw a total of 40 samples. There were three conditions: participants made 3, 20, or 37 switches, corresponding to a low, medium, or high switch rate, respectively. Participants decided when they would switch within a given problem. Participants were told the required number of switches in advance and were allowed to sample freely until (a) they made the required number of switches, after which only the previously sampled option could be sampled, or (b) the number of remaining trials equaled the number of switches remaining, after which they were forced to switch options for all the remaining draws. After each draw, the number of switches and samples they had remaining were displayed. After 40 samples, participants made their final choice.

Based on simulations, the probability of divergence with only three switches was about half as likely as in the other two conditions. In order to increase the number of scenarios with divergence, 250 participants were assigned to the condition with three switches, and 125 were assigned to each of the other conditions.

7.2 | Results

Following HH, we first eliminated the scenarios in which the rare outcomes never occurred; 361 scenarios remained (72.2% of all 500 scenarios), which were used for analyzing the relation between switch rate and underweighting the rare outcome. There were 157, 93, and 111 scenarios in the low, medium, and high switch rate conditions, respectively.

7.2.1 | Switch rate and underweighting

The probability of apparent underweighting was .57, .52, and .54 for the low, medium, and high switch rate conditions, respectively (Table 2A). A logistic regression using switch rate (3/39, 20/39, and 37/39) as the predictor was not significant, $\beta = -0.14, CI [-0.70, 0.92], p = .63$. (The regression weight reported is for the estimated difference of switch rates of 0 versus 1.)

7.2.2 | Switch rate and decision policies

To analyze the relation between switch rate and decision policy, we analyzed scenarios for which the summary and round-wise policies diverged (182 scenarios; 36.4% of all 500 scenarios). There were 56, 58, and 68 scenarios in the low, medium, and high switch rate conditions, respectively.

Across the low, medium, and high switch rate conditions, the probability of making a decision consistent with the round-wise decision policy was .57, .38, and .43, respectively (see Table 2B for a summary of the decision policy results for all studies). This difference was not significant according to a logistic regression, $\beta = -0.63, CI [-1.46, 0.18], p = .13$.

The trend among the three conditions was not monotonic, and in fact, the low-switch rate condition had the highest probability of making a decision consistent with the round-wise policy, which goes against HH’s prediction.

7.3 | Discussion

Again, we did not find a significant relation between switch rate and underweighting. Additionally, we found that switch rate was unrelated to decision policy.

8 | STUDY 3: FREE SAMPLING WITH AN MTURK SAMPLE

Perhaps the effect proposed by HH that switch rate influences underweighting and decision policies, only holds if participants actually have a high level of control over the sampling process; in the studies evaluated by HH, participants had complete control over how to test the two options. Whether or not participants have control over which options to sample and when to stop can influence their final choices in other ways (Hertwig & Pleskac, 2010; Rakow et al., 2008; Wulff et al., 2018). Studies 3 and 4 were designed to test whether the relations between switch rate with underweighting and decision policies hold when participants are in control of sampling.
In addition, Studies 3 and 4 also allowed us to test the RO-stopping hypothesis outlined in the introduction. This hypothesis predicts that participants who stop sampling after experiencing a rare outcome would tend to overweight the rare outcome, and their decisions would be more aligned with the summary than round-wise decision policy.

In order to maximize the number of usable scenarios, our participants worked with Problems 1 and 6. Our simulation showed that these two decision problems have relatively high rates of divergence, and we chose problems from different groups for diversity. To ensure that we would have enough scenarios in which the decision policies diverged, we used a larger sample than in the prior studies.

8.1 | Method

8.1.1 | Participants and payment

Eight hundred participants were recruited from MTurk for a base payment of $0.50. Twelve additional participants completed the study but did not claim payment, and one further participant completed one of the two problems; their data were included in the analyses. The study lasted 4 min on average. At the end of the study, participants were paid an additional one cent for each point they obtained, and participants began the study with zero points. On average, participants received a bonus of $0.12.

8.1.2 | Design and procedure

The procedure mimicked the free sampling task of previous studies (e.g., Hau et al., 2008; Hertwig et al., 2004). In the sampling phase, participants could choose the sampling order and total samples to obtain from each of the two options. Participants could only advance to the choice phase after sampling at least twice from each option. Participants worked with Problems 1 and 6 in a counterbalanced order.

8.2 | Results

For all the results below, we eliminated scenarios in which rare outcomes never occurred, leaving 574 scenarios, 35% of the original 1,625 scenarios. This was the subset used for the analysis of underweighting. For the analysis of decision policies, a further subset of the scenarios was taken in which the summary and round-wise policies made diverging predictions, consisting of 258 scenarios (16% of the original total).

8.2.1 | Sampling phase

A histogram of the number of samples drawn and the switch rate is displayed in Figure 3. These histograms present the larger sample of 574 used for the analysis of underweighting in lighter gray, and the smaller sample of 258 used for the decision policy analysis (see below) in darker gray.

With regard to the total samples, the two subsets look fairly similar. However, in the subset of 574 scenarios in which all outcomes occurred, participants drew fewer samples in the present study \(M = 16.95, SD = 15.28\) than in HH \(M = 31.39, SD = 25.59\). The switch rates in that same subset were also somewhat higher in the present study \(M = .47, SD = 0.36\) than in HH \(M = .22, SD = 0.30\). This pattern of fewer samples but a higher switch rate actually makes sense in that HH found a negative relationship between number of samples and switch rate. We also found a negative correlation between switch rates and number of samples before stopping, \(r = −.25, p < .001\). Another feature to notice in Figure 3 is that the switch rates for the decision policy analysis are more evenly distributed compared with the lower switch rates for the underweighting analysis. The reason, explained by the simulations in the introduction, is that divergence is more likely to occur at higher switch rates, and only scenarios with divergence were used in the analysis of decision policies.

Because of the free-sampling nature of this task, there could be potentially large differences in how many samples were drawn from each option. We calculated a “balance” metric ranging from .5 (both options were sampled the same number of times) to 1 (one option was sampled exclusively). The average balance across the 574 scenarios was .57 \((SD = 0.08)\); participants were fairly balanced in sampling both options.

8.2.2 | Switch rate

In the subset of 574 scenarios in which all outcomes occurred at least once, we analyzed the relation between switch rate and the probability of underweighting the rare outcome using a logistic regression with by-problem and by-subject random intercepts and slopes. The maximal model failed to converge, so we dropped the correlation parameter between the by-subject intercept and slope. There was no significant relationship, \(B = −0.001, CI [−0.92, 0.92], p = .99\). Table 2A reports the predictions of underweighting at the extremes when the switch rate is 0 and 1.

In the further subset of 258 scenarios in which the summary and round-wise policies predicted different choices, we analyzed the relation between switch rate and choosing the option predicted by the round-wise versus summary policies using a logistic regression with by-problem and by-subject random intercepts and slopes but dropped the correlation parameters between the slopes and intercepts due to convergence issues. There was no significant relationship, \(B = 0.51, CI [−0.35, 1.36], p = .25\). Table 2B reports the predicted probabilities of choosing either option, which can be compared with Figure 3 in Hills and Hertwig (2010).

8.2.3 | RO-stopping

To test the relation between RO-stopping and tending to make choices more consistent with overweighting than underweighting, we used the subset of 574 scenarios in which the rare outcome was experienced. For Problem 1, the A\(^3\) outcome is the “rare” outcome, and the A\(^0\) and B\(^3\) outcomes are considered “common” outcomes (Table 1). Participants were more likely to choose the option consistent with underweighting when stopping after a common outcome (43.9%) than after a rare outcome (19.7%; Figure 4A displays the choice proportions by final outcome. We tested this effect using a logistic regression with a by-problem random intercept and slope and a by-subject random intercept. Due to the small sample of scenarios in which participants stopped sampling after the rare outcome, the maximal model failed to converge; we dropped the by-subject random slope. The effect was significant, \(B = −1.12, SE = 0.54, p = .04\). The way to think
about this finding is that participants who stopped sampling right after the rare outcome were more likely to act as if they overweighted the rare outcome compared with participants who continued to sample after experiencing the rare outcome.

To test the relation between RO-stopping and tending to make choices more consistent with the summary policy, we used the sample of 258 scenarios with divergence. Participants were more likely to make choices in line with the summary as opposed to the round-wise policy if they stopped right after the rare outcome (78.6%) than right after the common outcome (54.8%); Figure 4B displays the choice proportions by final outcome. We tested this effect using a logistic regression with a by-problem random intercept and slope, and a by-subject random intercept. Similar to the prior regression, the maximal model failed to converge; we dropped the by-subject random slope. The effect was significant, $B = 1.12$, $SE = 0.49$, $p = .02$.

8.3 Discussion

Concerning the relationship between switch rate with underweighting and decision policies, unlike in HH, Study 3 found evidence that was, again, not significant. Furthermore, we uncovered a novel finding that participants who engage in RO-stopping tend to choose the option consistent with overweighting the rare outcome and tend to make decisions consistent with the summary policy.

9 STUDY 4: FREE SAMPLING WITH A LAB-BASED SAMPLE

While the method in Study 3 closely resembled the free-sampling version of the DFE task used in past research (e.g., Hau et al., 2008; Hertwig et al., 2004), participants collected fewer samples and switched more frequently than in HH. It is possible that conducting the study via MTurk gave rise to this difference. In a final attempt to replicate the effects, we conducted an in-person lab-based study. While data from behavioral studies run on MTurk typically replicate most established effects (Berinsky, Huber, & Lenz, 2012; Buhrmester, Kwang, & Gosling, 2011; Hauser & Schwarz, 2016; Horton, Rand, & Zeckhauser, 2011; Paolacci & Chandler, 2014), Study 4 was designed to mimic the method of the studies analyzed in HH as closely as possible.
Method

9.1.1 Participants and payment
We recruited 100 Introduction to Psychology students for partial course credit. Partial data from three participants were not recorded due to a programming error. Because there was no base payment, we increased the reward for points earned; participants were paid 20 cents for each point, up to a maximum of $10. Each participant began the study with 5 points. If they finished the study with 0 or negative points, they were not paid a reward. The average payment was $3.44 (SD = $2.13).

9.1.2 Design and procedure
The procedures were similar to Study 3 with the following changes. The study was conducted in a laboratory. Participants worked with all 13 decision problems in Table 1 in a randomized order and were encouraged to take breaks between decision problems if they were tired. To ensure that participants collected larger samples than in Study 3, they could only advance to the choice phase after collecting at least five samples from each option.

9.2 Results
Initially, there were 1,266 scenarios. Eliminating scenarios in which some outcomes never occurred left 920 scenarios. For the analysis of underweighting, due to a programming error, we omitted scenarios using Problem 7, leaving 822 scenarios (65% of all scenarios).\(^3\) For the analysis of decision policies, we analyzed the subset of the 920 in which the summary and round-wise policies diverged, resulting in 192 scenarios (15% of all scenarios).

9.2.1 Sampling phase
Figure 3 displays the number of samples drawn and the switch rates in the sampling phases of the scenarios used in the analyses of

\(^3\)The error resulted in the “rare outcome” of Problem 7 appearing with a probability close to .5 instead of .1 (as specified in Table 1). Because none of the outcomes in this problem were experienced as “rare,” we omitted them from the analysis of underweighting rare outcomes. This error did not affect the analysis of decision policies because divergence of the decision policies can be computed regardless of whether there is a rare outcome.
underweighting (lighter gray) and decision policies (darker gray) for Study 4.

The total samples drawn in the subset of 822 scenarios used in the analysis of underweighting (M = 29.39, SD = 18.33) were fairly similar to HH (M = 31.39, SD = 25.59). The switch rates in that same subset (M = .28, SD = 0.28) were also fairly similar to HH (M = .22, SD = 0.30). Again, we found a negative correlation between switch rates and number of samples before stopping, \( r = -0.09, p < .001 \). The balance metric for this subset revealed both options were sampled roughly equally (M = .58, SD = 0.08).

### 9.2.2 Switch rate

We analyzed the relation between switch rate and underweighting the rare outcome in the subset of 822 scenarios, and the relation between switch rate and decision policies in the subset of 192 scenarios. Both these analyses used logistic regressions with by-problem and by-subject random intercepts and slopes. Consistent with all three prior studies, switch rate was not predictive of underweighting, \( B = -0.10, CI [-0.71, 0.51], p = .75 \) (Table 2A). Switch rate also did not predict whether participants’ final decisions were more in line with the summary or round-wise policies, \( B = 0.29, CI [-0.70, 1.27], p = .57 \) (Table 2B).

### 9.2.3 RO-stopping

To test the relation between RO-stopping and tending to make choices more consistent with underweighting when stopping after a common outcome (55%) than after a rare outcome (20%); see Figure 4A. We tested this effect using a logistic regression with by-subject and by-problem random intercepts and slopes. Similar to Study 3, the effect was significant, \( B = -1.72, SE = 0.49, p < .001 \).

To test the relation between RO-stopping and tending to make choices consistent with each decision policy, we used a further subset of 170 scenarios in which the summary and round-wise policies diverged. Participants were more likely to make choices consistent with the summary policy if they stopped right after the rare outcome (80%) than right after the common outcome (51%); see Figure 4B. We tested this effect using a logistic regression with a by-problem random intercept and slope, and a by-subject random intercept. The maximal model failed to converge; we dropped the by-subject random slope. Similar to Study 3, the effect was significant, \( B = -1.56, SE = 0.56, p = .006 \).

### 9.3 Discussion

In Study 4, we found no relationship between switch rate and underweighting nor between switch rates on decision policies. Because this pattern of findings is consistent with Studies 1, 2, and 3, we believe that the findings are not due to methodological issues associated with the study being conducted online versus in person. In addition, similar to Study 3, we found a relationship between optional stopping with both underweighting and decision policies.

### 10 GENERAL DISCUSSION

In four studies, we examined the influence of participants’ switch rate and optional stopping during sampling on their final decisions. One reason for studying them together is that previous research had found that higher search rates were associated with stopping sampling earlier (Hills & Hertwig, 2012; Rakow et al., 2008), which we replicated.

Most importantly, we found that when participants stopped sampling right after experiencing a rare outcome (RO-stopping), they were more likely to choose the option consistent with underweighting the rare outcome and, similarly, were more likely to use the summary policy than the round-wise policy.

With regard to the switch rate, we tested Hills and Hertwig (2010) hypothesis that individuals who sampled with a higher switch rate tended to make decisions more in line with the round-wise than summary policy and tended to underweight the rare outcome more (see Appendix A for more details on underweighting). We ran two studies that experimentally manipulated sampling strategies between low and high switch rates and two studies using the free-sampling paradigm in which participants chose their own switch rate and when to stop sampling. All of the effects were nonsignificant. Further, Bayesian parameter estimation revealed that the most credible regression weights were centered roughly around a log odds of 0, indicating no effect (see Appendix B).

### 10.1 Contributions to research on optional stopping

The current findings on optional stopping build on some important recent findings by Wulff et al. (2018). They noted that when participants get to decide how to sample and when to stop, there are recency effects; their final decisions are better predicted by the experiences near the end of sampling than near the beginning. They also simulated how stopping when there is a large discrepancy between the average outcomes of the two options can produce a recency effect (also see Coenen & Gureckis, 2016).

Our findings build upon this theory and extend it. Whereas Wulff et al. made the connection between optional stopping and recency, we have added the connection to underweighting or overweighting rare outcomes and to the use of different decision policies. The link to weighting of rare outcomes is especially relevant because much research on DFE has sought to explain the apparent underweighting of rare outcomes and identify moderating factors (Hau et al., 2008; Hertwig & Pleskac, 2010). Our analysis contributes to this endeavor. When participants stopped sampling after a common outcome, their final judgments were more likely to be consistent with underweighting. However, because rare outcomes are by definition rare, most of the time participants stop sampling after a common outcome, in which case their final judgments are less likely to overweight rare outcomes, which fits with the broader trend of underweighting.
10.2 | Methodological challenges and explanations for discrepant results for the effect of switch rate

The hypotheses put forth in HH are challenging to study because they require large amounts of data. In HH’s study, only 46% of the data could be used for the analysis of underweighting, and only 6% of the data could be used for the analysis of decision policies. We used a variety of methods to increase power including collecting large samples, focusing on decision problems that produced higher rates of divergence, manipulating switch rates, and using hierarchical regression for repeated measures instead of subject-level analyses. Each of our four studies had more usable data than in HH; however, we never found significant effects.

Are there other explanations for the discrepant results compared with HH? One possibility, raised after Studies 1 and 2, was that perhaps participants must be in full control of their sampling strategies for the effect of switch rate to hold. However, Studies 3 and 4 both used a free-sampling task and still found no effect. Another possibility is that our participants’ sampling behavior differed to some extent from prior studies (also see Hadar & Fox, 2009; Lejarraga et al., 2012). In Study 3, participants drew less than half the number of samples and had double the switch rate on average compared with HH. However, in Study 4, the sampling behavior was similar to HH. That both Studies 3 and 4 produced null effects, despite the differences in sampling behavior, attests to the pervasiveness of our null effects.

In sum, given the nonsignificant effects with large sample sizes, we conclude that the effects, if they exist, are small, and only occur in relatively rare circumstances.

10.3 | Theoretical advancements

Aside from the empirical findings, another main contribution of this research is the theoretical analysis and simulation presented in Figure 2, which reveals several insights. First, the simulations helped flesh out the details of HH’s theory. Higher switch rates were predicted to lead participants to use the round-wise policy. At higher switch rates, the two decision policies were more likely to diverge. When the two policies diverged, the round-wise policy chose the option consistent with “underweighting” 97.6% of the time. In sum, the hypothesized mechanism for underweighting must occur through using the round-wise policy instead of the summary policy.

Second, the simulation revealed five different groups of problems which produce divergence at different rates. Most importantly, the simulations revealed that overall divergence is quite low, and when it does occur, it occurs primarily for Groups I and II. In these groups, the EVs for the two options are very similar. Practically, this means that if participants use the round-wise policy, even if they pick the option that diverges from the summary policy, this option really would not be so bad, on average. The round-wise policy is a fairly good heuristic for this set of problems.

10.4 | Possible explanations for underweighting rare outcomes in decisions from experience

Given our inability to replicate HH’s explanation for underweighting, we now consider other explanations for underweighting.

### 10.4.1 Optional stopping

Our optional stopping analysis revealed that when participants stopped sampling immediately after a rare outcome, they were less likely to underweight the rare outcome. However, stopping was still much more likely after a common outcome. When participants stopped sampling after a common outcome (the majority of the time), their final judgments were more likely to be consistent with underweighting. Furthermore, our analysis of optional stopping did not even consider the choices that were made when the rare option was never experienced—for example, A0B3A0B3 for Problem 1. In this case, participants were highly likely to choose B, which is the option consistent with underweighting the rare A30 outcome.1 In sum, the majority of the time, participants stopped sampling after a common outcome or before the rare outcome occurred, and in these situations, underweighting was common.

### 10.4.2 Other explanations

Other explanations have also been proposed for underweighting rare outcomes. For example, we previously discussed how drawing a small number of samples in DFE tasks can lead to sampling error, amplifying the difference between experienced outcomes and those implied by the long-run payoff distributions (Camilleri & Newell, 2013; Fox & Hadar, 2006; Hertwig & Pleskac, 2010). Some researchers have proposed that recency effects can also amplify the difference, for essentially the same reason as the small sample argument, though the evidence on this is mixed (Ashby & Rakow, 2014; Hau et al., 2008; Hertwig et al., 2004; Ungemach et al., 2009). In sum, further understanding the reasons for underweighting in DFE is a continuing task for future research.

11 | CONCLUSION

In four studies, we did not find evidence to support Hills and Hertwig’s (2010) finding that participants who sampled with a high switch rate were more likely to make decisions that could be interpreted as underweighting rare outcomes. We conclude that Hills and Hertwig’s intuitive and important finding that sampling strategies influence the use of decision policies and underweighting rare outcomes may not be real or may only occur in very rare circumstances. However, we found evidence for a new relation between the sampling strategy and underweighting and decision policies; participants who tended to stop sampling right after experiencing a rare outcome were less likely to underweight that rare outcome and were more likely to make decisions in line with a summary policy. These new findings provide insight into how optional stopping plays a role in decisions from experience.
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1. Analyzing only scenarios in which the rare outcome was never experienced, participants chose the option consistent with underweighting in 97% of scenarios in Study 3, 96% of scenarios in Study 4, and 87% of scenarios in HH.
Hills and Hertwig (2010). Raw data for the studies presented here are available on the Open Science Framework: osf.io/f6qt4/.
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ALTERNATE ANALYSIS OF UNDERWEIGHTING

In Hills and Hertwig's original paper (2010), when analyzing the relation between switch rate and underweighting, they dropped scenarios in which participants never experienced the rare outcome. For example, for Problem 1, they dropped a scenario if the outcome of 32 was never experienced. There were three reasons for dropping these cases: First, when the extreme outcome was not experienced, the scenario appears deterministic; A always produces 0, and B always produces 3. In such a case, it would be bizarre for any participant to choose A. Second, there is no divergence in such cases.

Third, it would be strange to label one choice as "underweighting the rare outcome" if the rare outcome never occurred. For example, suppose that a learner experiences A20 and B32 with probability .1, so choosing B is categorized as being underweighting the rare outcome if the rare outcome never occurred. However, if instead the unexperienced rare outcome is A20 instead of A32 such that the EVA after a certain number of samples is less than 3, then choosing B would be viewed as the correct decision, not underweighting the rare outcome. This example shows that labeling one choice as
“underweighting” when an option is never experienced critically depends on the decision problem.

Pleskac and Hertwig (2014) have argued that in many real-world situations, there is a “risk-reward” tradeoff implying that if one of the two options in the $A^2A^2A^2B^2B^2B^2B$ sequence has a rare positive reward, it would be $A$, which justifies labeling choosing $B$ as consistent with underweighting. Indeed, researchers have tended to create decision problems in which the risk-reward heuristic holds. However, this risk-reward heuristic is not a guarantee, and since researchers have not attempted to systematically sample the decision problems, we do not feel that it alone justifies treating the choice of $B$ as consistent with underweighting, though other researchers may disagree (for additional discussion, see Wulff, Hills, & Hertwig, 2015).

In HH’s correction (Hills & Hertwig, 2017), they performed the underweighting analysis with all the problems even if the rare outcome was not experienced, and found a significant effect such that underweighting was more likely with a higher switch rate. Even though we have qualms with this analysis, we conducted this analysis for Studies 2–4. For Study 1, this analysis was not necessary because all participants experienced the rare outcome. None of these studies found the effect reported in HH’s correction.

In Study 2, there was a negative relationship between switch rate and underweighting ($B = -0.54$, 95% CI $[-1.04, -0.04]$, $p = .04$), the opposite of HH’s correction. In Study 3, there was no relationship between switch rate and underweighting ($B = -0.43$, 95% CI $[-0.11, 0.96]$, $p = .12$). In Study 4, there was also no relationship between switch rate and underweighting ($B = 0.23$, 95% CI $[-0.41, 0.86]$, $p = .48$).

**APPENDIX B**

**BAYESIAN PARAMETER ESTIMATION**

**B.1 Motivation**

According to standard null-hypothesis significance testing (NHST), our findings concerning the influence of switch rate on underweighting and decision policy usage can only reject the null hypothesis or fail to reject the null hypothesis (for a discussion of the other weaknesses of NHST and proposed alternative approaches, see Cumming, 2014; Kruschke & Liddell, 2016; Rouder, Speckman, Sun, Morey, & Iverson, 2009). To test if there is evidence in favor of the null and to quantify the most credible parameter estimates, we conducted Bayesian parameter estimation (see Kruschke, 2011; 2015). This analysis produces a posterior probability distribution over possible parameter values, and the 95% highest density interval (HDI) contains the 95% most credible parameter values.

**B.2 Priors**

Since our analyses were logistic regressions with coefficients on the log-odds scale (zero indicates no effect), we used a weakly informative prior—a Cauchy distribution with center $= 0$ and scale $= 2.5$ (Gelman, Jakulin, Pittau, & Su, 2008). The prior on the group-specific random slopes and intercepts used a zero-mean random multivariate Gaussian distribution with a covariance matrix estimated from the data (Gabry & Goodrich, 2017). Inference was performed with the packages lme4 (Bates, Mächler, Bolker, & Walker, 2015) and rstanarm (Carpenter et al., 2017; Stan Development Team, 2017) for R.

**B.3 Inference and interpretation**

Figure B1 plots the posterior distribution of the regression weight $B$ for both analyses across all studies. The most credible values have the highest posterior weights, and the 95% HDI of each parameter is denoted with the horizontal line. One possible inference strategy is to simply observe the most credible posterior parameter weights.

Another, similar to NHST, is to assess whether the 95% HDIs ever exclude the null-hypothesis parameter zero. Another inference possibility is to determine whether there is evidence in favor of the null hypothesis. There are two steps to doing this. First, one must establish a range of parameter values around the null value of zero that we deem to be practically equivalent to zero, called a region of practical equivalence or ROPE. Figure B1 displays multiple ROPEs, allowing the reader to choose their own ROPE. The ROPEs are defined on the log-odds scale; $B = 0$ means there is no change in the probability of choosing a particular option as the switch rate increases from 0 to 1. We also transformed the log odds to implied differences in probabilities since it can be difficult to interpret log odds. We centered the probabilities around $.5$, because most of the judgments had means relatively close to $.5$. A log odds of $0.4$ corresponds to a probability difference of $.1$; this means that the probability of underweighting is roughly $.45$ when the switch rate is 0, and is roughly $.55$ when the switch rate is 1. A log odds of $0.81$ corresponds to a probability difference of $.2$; this means that the probability of underweighting is roughly $.4$ when the switch rate is 0, and is roughly $.6$ when the switch rate is 1.

Second, one must look at where the HDI falls in relation to the ROPEs. If the HDI falls entirely within a ROPE, one accepts the null value at that particular level of equivalence (i.e., if the HDI falls within the ROPE of $\pm 0.10$, we accept a conservative null value). If the HDI falls entirely outside a ROPE, we can reject the null value at that level of equivalence. In many cases, there is partial overlap between the HDI and a ROPE, in which case the analysis does not provide strong evidence in favor of the null or the alternative hypothesis.

**B.4 Results**

**B.4.1 Analysis of underweighting**

The HDI for HH’s analysis does not fall entirely inside the narrowest ROPE, but it does fall entirely within the $-0.20$ to $+0.20$ ROPE. The most credible parameter values are relatively close to 0. This makes sense in that the reanalysis by HH was not significant.

In Studies 1 and 2, the HDI of $B$ falls within the $\pm 0.20$ ROPE. This suggests that we can accept the null hypothesis if the change in probability is no greater than $.2$ when comparing underweighting between
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12We thank Thomas Hills for pointing this out.
the low and high extremes of switch rates. In Study 3, the HDI is much more spread out and falls within the ±.30 ROPE. In Study 4, the HDI falls almost completely within the ±.10 ROPE. Taken together, the most credible values for the underweighting analysis are relatively close to zero.

B.4.2 Analysis of decision policies

The 95% HDI for HH’s study is entirely above 0, which corresponds to the standard interpretation of a “significant” effect; the most credible values are roughly centered around $B = 1.24$, which corresponds to a difference of probability of .3.

The most credible parameter values are near zero; however, none of the studies fall within the ±.20 ROPE. In summary, this analysis does not provide strong evidence in favor of the null hypothesis or the alternative hypothesis.

FIGURE B1 Posterior distributions of parameter values for analyses reported in Tables 2A and 2B. The 95% highest density interval is indicated by the solid line beneath each distribution. The vertical lines represent the region of practical equivalence.