-word incremental reading through EEG measures: investigating
integrative/predictive processes in non-native reading
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INTRODUCTION
Integrative/predictive processes play an important
role in reading as readers use context in reading
words and integrating them into the text
meaning’-23;

RESULTS CONCLUSIONS

Surprisal affects the N400 amplitude of L1 & L2
readers. Integrative/predictive processes play an
important role in L1 & L2 reading: both groups register
this process at around 400 ms, where semantic
processing occurs.

Does surprisal affect N400 of L2 readers as in L1 readers?

Table 1: Likelihood ratio test results for each type of surprisal

« Likelihood ratio test on each type of surprisal was used to Surprisal model L1 reader L2 reader
compare each surprisal regression to a null regression. xz (1) =.905, p = .342 X2 (1) =6.999, p = .008
Resu_lts showed a robust effect of surprisal on N400 x2(1)=7.493, p=.006 ¥2 (1) = 12634, p <001 « In both groups, the models that explain best N400
amplitude in both groups of readers (see Table 1). R T 2 ()= 155559 < 001 2 (1)=10900,p< 0o amplitude are the ones that contain both syntactic and

. . lexical information in the calculation of surprisal
HB(E)= ), p=iliks PR SaHE,p= Ak (lexicalized models) in the preceding context.

N-gram total surprisal X2 (1) =18.749, p < .001 X2 (1)=14.774, p < .001 ) )
« All best fitting models for L1 & L2 readers contain
RNNG surprisal X2(1)=32.410,p<.001  x2(1)=14.936, p <.001 . o . L
lexical and syntactic information (explicitly or
Transformer surprisal X2 (1) = 37.904, p < .001 X2 (1) = 10.563, p = .001 implicitly)4 Overall, there is little evidence for L1-L2

differences in sensitivity to lexical or syntactic

Are both groups sensitive to lexical and syntactic information when reading a word? information of a word.
« Largely, the majority (5 out of 7) of surprisal models suggest little differences among two groups. Surprisal models accounting « However, the two groups differ in the amount of

for lexical and syntactic information significantly predicted N400 amplitude of both groups. variance explained by the surprisal models: models
OBJECTIVES « The only difference was that unlexicalized syntactic surprisal measures of PCFG and N-gram models did not account for the better predict L1 data, which may reflect a greater
significant amount of variance in the L1 readers group. experience in reading English for L1 than L2. It may be
possible that the degree to which L1 and L2 readers
rely on syntactic or lexical information differs when
processing and integrating the next word.

Surprisal measures the probability of a word
given the preceding context. It has been
investigated using behavioral (RT, eye-tracking)
and brain activity measures (fMRI, EEG);

Previous studies found that N400 an indicator of
ease of meaning processing is affected by
surprisal in L1 readers "456.7;

However, there are no ERP studies investigating
surprisal effects in L2 reading English.

+ Do integrative/predictive processes differ between
L1 & L2 reading?

« we examine whether the effect of surprisal in L2
reading is observable in N400 window as previously
reported in L1 studies;

What is the best fitting model for L1 & L2 readers?
« Akaike Information Criterion (AIC) was used to find the best fitting model for each group of readers.

) » + L1 group: Transformer and RNNG

« we examine whether L2 readers are sensitive to both
lexical and syntactic information when reading a
given word.
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